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1 Context and motivations

Even though drones were initially developed
for military purposes during World War I,
they are now being widely used due to their
large range of applications. Technological
improvements enabled their use for many
private and professional applications. Al-
though drones have been widely studied
in the field of flight control, their aerody-
namic behavior is yet to be completely un-
derstood. Recently, some aerodynamic and
aeroacoustic studies have been performed
and published using Computational Fluid Dy-
namics (CFD) methods. Among these, some
simulations use Reynolds-Averaged Navier-
Stokes (RANS) models and others Large
Eddy Simulation (LES) models[1] and they
tend to rely on 3D scanned geometries of
commercial propellers. There are plenty of
drones flying around the world (the US Fed-
eral Aviation Administration has registered
865 thousands of drones across the US in
May 2022) and a lot of manufacturers. How-
ever, limited information on the aerodynam-
ics of industrial propellers can be found.

The vehicle that can be related to drones
is the helicopter. More and more helicopter
manufacturers are trying to build flying multi
rotors taxis that resemble drones, for in-
stance CityAirbus. But helicopter’s rotors
can not be simulated using high fidelity tools
given their size and the fluid conditions. With
a much smaller propeller such as a mini-
drone’s one, high fidelity computations seem
realisable and may provide some important
information regarding their performances.

This study aims at providing a better un-
derstanding of how a drone propeller be-
haves in hover. In this paper we will pro-

vide a fully described airfoil and propeller
of a drone. An hybrid RANS/LES and a
LES computations will be described and
compared in an attempt to understand the
physics of flight.

2 Methodology

2.1 Turbulence modelling

In this article, high-fidelity CFD computations
of a drone with dual blades propeller in hover
will be conducted. First, hybrid RANS/LES
simulations are performed in order to de-
termine the full LES mesh characteristics in
terms of cell count and local mesh spac-
ing. Finally, full LES simulation is performed
on this mesh and analyzed. The hybrid
RANS/LES method consists in solving the
curvilinear mesh with a RANS model and the
Cartesian mesh with a LES model. RANS
simulations are achieved with the Spalart-
Allmaras turbulence model[2], whereas the
MILES approach[3] is used for the LES simu-
lations.

2.2 Space and time discretization

In order to spatially discretize the Navier-
Stokes equations a finite volume approach is
pursued and a modified Advection Upstream
Splitting Method (AUSM) scheme is used.
The original AUSM was first introduced by
Liou and Steffen[4] and was adapted for low
Mach number flows. The AUSM+(P) model
was introduced by Edwards and Liou[5] as
a derivative of the first one, but provides a
better coupling between pressure and veloc-
ity as well as being able to solve numerous
flow regimes. In the full LES simulations, the
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hybrid centered/upwind AUSM scheme intro-
duced by Mary and Sagaut[6] called ”sensor”
and designed to reduce the numerical dis-
sipation will be used. The time integration
is achieved using a Newton LU-SGS implicit
scheme[7].

2.3 Mesh topology
In our applications, blades are meshed with
O-type near-wall multi-block structured grids
and the remaining computational domain
with a Cartesian grid or a set of Cartesian
grids[8] as described in Figure 1.

Figure 1: Mesh topology of the case.

Coupling between near-body meshes
around each blade and the Cartesian
mesh is performed through Chimera
interpolations[9] to transfer the solution.
Chimera transfers are achieved either at the
external border of the near-body curvilinear
grids or at the fringe of blanked points within
the Cartesian mesh at each subiteration of
the CFD solver. The off-body Cartesian
mesh is built automatically and ensures a
sufficient overlap and a cell spacing consis-
tent with the near-body grids in the vicinity
of the Chimera transfers[10]. It ensures the
interpolation error to be of the same order
of magnitude as the numerical error of the
spatial discretization scheme.

With the previous technical choices,
where the number of points of the Carte-
sian mesh is more important compared to
the near-body mesh, the solver can be made
very efficient: first, the computation of fluxes
can be simplified on Cartesian grids, lead-
ing to less memory and CPU time require-
ments. In addition, the donor cell search

routine used in Chimera is also dramatically
simplified. Finally, the Cartesian mesh gen-
eration can be performed automatically in
parallel.

2.4 Definition of quantities
The molecular viscosity is defined by the
Sutherland law, which can be written in the
form:

(1) � � �s
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;

where T is the temperature, Ts is the con-
stant Sutherland Temperature, Cs is the
Sutherland constant depending on the na-
ture of the gas and �s is a the Sutherland
viscosity constant that depends on T .

In the one equation Spalart-Allmaras
model the eddy viscosity �t is defined by:
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where � is the density,
�
� is the kinematic vis-

cosity transform, Cv1 � 7:1 is a constant, and
� is the molecular viscosity as defined be-
fore.

The thrust is computed and is equal to:

(3) T �
1

2
�V 2SCT ;

where � is the density, V � 
R is the velocity
of the fluid, S is the contact surface and CT
is the thrust coefficient.

The Q criterion [11],[12] is one of the
most widely used criterion for describing flow
structures and it defined by:

(4) Q �
1

2

`

||Ω||2 � ||S||2
˘

;

where S and Ω are the symmetric and anti-
symmetric components of ∇u.

We also use the �2 criterion defined by
Jeong and Hussain [13] which is defined by
as the the second largest eigenvalue of Ω2

�

S2.



3 Definition of the blade
geometry and test case
conditions

3.1 Blade profile

The airfoil used in this paper is derived from
the GEMFAN 5030R drone propeller but re-
defined as shown in Figure 2. The leading
edge and trailing edge are both circles. The
upper surface is a spline between the two cir-
cle edges and passing through the maximum
thickness at mid chord. In a canonic defini-
tion of the airfoil, meaning that the leading
edge is defined at x � 0 and the trailing edge
at x � 1, the radius is R � e{6 with the thick-
ness e � 6{71.

Figure 2: Definition of the airfoil.

3.2 Definition of the blade

The blade is defined using the previously de-
fined airfoil and following the chord, twist,
and dihedral distribution described in the Fig-
ures 3, 4, and 5. The equations for each
distribution are given in a canonic form with
x � r{R. The chord distribution is given by:

cpxq � � 640:95x6
� 1951:1x5

� 2295x4

� 1303:2x3
� 379:16x2

� 54:328x

� 10:829 ;

(5)

The twist distribution is given by:

tpxq � � 184:24x6
� 434:5x5

� 248:9x4

� 73:559x3
� 57:909x2

� 4:8395x

� 17:888 ;

(6)

The dihedral angle distribution is given by:
(7)
dpxq � 0:5844x2

�4:4126x2
�2:385x�0:8872 ;

Figure 3: Chord distribution of the blade.

Figure 4: Twist angle definition of the blade.

Figure 5: Dihedral angle definition of the blade.

Figure 6 yields the difference between
the blade obtained by the scan and the blade
obtained with the interpolation laws. The dif-
ference is not important as the average dis-
tance between both is equal to 0:25 mm and
the maximum distance is equal to 0:5 mm. In
the following chapters and computations we
will consider only the interpolated blade.



Figure 6: Upper (right) and lower (left) surfaces of the
blade obtained with scanned points (blue) and inter-
polated laws (red).

The propeller is obtained by considering
two of the aforementioned blade and rotat-
ing one by 180° around the propeller rotation
axis. It will be simulated without the central
hub, as displayed in Figure 7.

Figure 7: Studied drone propeller configuration.

3.3 Flow conditions
The flow is defined by the following condi-
tions:

Retip � 98; 000 ; Mtip � 0:07 ;

R � 0:063 m ; 
 � 377 rad{s ;

where Retip is the Reynolds number at the
tip of the blade, Mtip is the Mach number at
the tip of the blade, R is the radius of the
blade, and 
 is the rotational speed of the
propeller. These flow conditions are quite
unusual compared to helicopter rotors and
may be not adapted for RANS model due to
the low Reynolds number.

4 RANS/LES simulations

4.1 Mesh and computation set-
tings

The Cartesian mesh is designed such that
4 points are located within the main vortex
core, corresponding to a minimum spacing

of 10�3m. This resolution yields a mesh with
157 million points. The extent and the size
of the blade grids are driven by the fact that
the cell size at the fringe of the interpolated
grids has to be similar to the local Cartesian
cells. The resulting height of the outer cells
of the curvilinear grids is 10�3m. Moreover
the height of the first cell near the wall is
set to 1:83� 10�6m such that the dimension-
less wall distance y� is equal to 1 for the first
cell. The resulting curvilinear blade mesh is
composed of 2:1 million points, giving a total
mesh composed of 161 million points. At the
border of the two meshes the eddy viscos-
ity was found to be

�
� � 0 thereby allowing

an accurate RANS/LES coupling. This case
is run with a time step that corresponds to
a variation of azimuth per iteration of � �
0:25°. The simulation is computed with Roe’s
scheme on the curvilinear meshes and the
sensor scheme on the Cartesian mesh.

Figure 8: View of the hybrid RANS/LES mesh.

4.2 Results

Figure 9 displays the Q criterion (Q �

400; 000) and Figure 10 the �2 criterion for the
RANS/LES simulation after 17 revolutions.



Figure 9: Q criterion for RANS/LES.

Figure 10: � 2 criterion for RANS/LES.

The vorticity magnitude is displayed on
a cut plane along the rotation axis in Figure
11, highlighting strong vortices close the ro-
tor, which are well-preserved and interacting
downward after several revolutions.

Figure 11: Vorticity for RANS/LES in a slice at at the
center of the blade.

Figure 12: � T { � slice at r {R � 40%with mesh.

Figure 13: � T { � slice at r {R � 80%with mesh.

The last two Figures 12 and 13 high-
light that the curvilinear mesh is correctly im-
plemented for a correct RANS/LES coupling
since the turbulent viscosity is equal to zero
before the junction between the curvilinear
and the Cartesian mesh.

The low values of � t
� for r {R � 40%shows

that the �ow is almost entirely laminar and
the turbulent boundary layer for r {R � 80%
also results in low values of � t

� .



Figure 14: Cp map on the blade for RANS/LES.

Figure 15: Cf map on the blade for RANS/LES.

The skin pressure coef�cient Cp and fric-
tion coef�cient Cf distributions are com-
puted. They con�rm the laminar behavior
of the �ow �eld (Figures 14 and 15). They
also highlight the re-circulation part of the
�ow due to the lack of hub on the propeller.

5 Full LES mesh

The RANS/LES simulations enable the cal-
culation of the vorticity thickness in the wake
of the blade:

(8) � ! �
u2 � u1

pBu{Byqmax

;

where u2 and u1 are the values of the veloc-
ity magnitude at two different locations in the
wake of the blade, one above and one below
that provide the maximum gradient.

To resolve the wake in the full LES sim-
ulation, the cell spacing is set to � ! {2 in
the wake region in both the spanwise and
streamwise directions. The mesh has to sat-
isfy the y� � 1 condition while the stream-
wise and spanwise wall distances are set
to x � � 27 and z� � 10 at the tip of the
wing in the rotating frame, as suggested

by Laurent et al.[14]. These conditions give
� y � 2:43� 10� 6m, � x � 6:58� 10� 5m, and
� z � 2:43 � 10� 5m. The curvilinear's last
cell height is set to be equal to the Cartesian
minimum cell spacing. This results in 85 mil-
lion points in both curvilinear meshes.

In the Cartesian mesh, the main vor-
tex, created at the tip of the blade, has to
be accurately resolved. To ful�ll this condi-
tion 10 points have to be located in its core.
This corresponds to a minimum spacing of
4 � 10� 4m, which results in 2:4 billion points
in the Cartesian mesh. The re�nement to
satisfy the vorticity thickness is realized af-
ter that. As in the far�eld spanwise direction
a �ne resolution is not needed the mesh can
be coarsened to have less points.

These settings lead actually to a huge
number of points that would require a very
high computational time; therefore, for a bet-
ter compromise between computational time
and the �delity of the solution, the number of
points in the vortex core has been reduced
to 7 and z� value on the blade has been
increased to 20. In order to increase the
x � condition without modifying the geometry
near the leading and trailing edges, a tan-
gential law was used to discretize the airfoil,
it gives Figure 16.

Figure 16: Airfoil for full LES mesh.

This leads to 57 million points for each
curvilinear mesh and 500 million points for
the Cartesian mesh, resulting in Figure 17.
The computational time is calculated to have
a CFL � 1 for all the grids. It gives a time
step that corresponds to an angle step of
�  � 0:025°. The simulation is performed
with the AUSM+(P) scheme on the curvilin-
ear meshes and the sensor scheme on the
Cartesian mesh. The LES simulation com-
putes the �uctuating part of every quantities
in addition to the time-averaged part. In or-
der to compare with the hybrid RANS/LES
simulation, time-averaged part of quantities




	Context and motivations
	Methodology
	Turbulence modelling
	Space and time discretization
	Mesh topology
	Definition of quantities

	Definition of the blade geometry and test case conditions
	Blade profile
	Definition of the blade
	Flow conditions

	RANS/LES simulations
	Mesh and computation settings
	Results

	Full LES mesh
	Results

	RANS/LES and full LES Comparaison
	Conclusions and outlook

