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Abstract
The present paper focuses on the simulation of helicopter Power-Off maneuvers. These complex dynamic flight conditions are
here formulated as trajectory optimization problems. Our numerical procedures can be conceptually used with any black-
box flight mechanics simulators, with minimal assumptions on the functionalities of such third-party software components,
and can cater to a wide range of vehicle models of varying complexity. The Maneuver Optimal Control Problem is solved
through a direct approach, by means of Direct Transcription techniques or Multiple Shooting methods depending on the model
complexity and problem characteristics. By considering a model similar to the Kopter AW09 single-engine helicopter, three
main applications are here addressed, i.e. the Autorotation Entry, the Flare, and the full Power-Off Landing. A specific effort
of this work is focusing on the effects of an extra electrical power supply following the failure of the thermal engine to enhance
safety in critical conditions (”1.5 engine” concept). The delicate trade-off between the additional weight of the electrical
power kit and the energy booster available in case of an emergency is addressed for typical Power-Off Landing procedures in
proximity of the ground.

Notation

xxx State vector of helicopter model
yyy Output vector of helicopter model
uuu Control vector of helicopter model
u̇uu Control rate vector of helicopter model
X Aircraft longitudinal trajectory
Y Aircraft lateral trajectory
Z Aircraft vertical trajectory
φ Aircraft roll angle
θ Aircraft pitch angle
ψ Aircraft yaw angle
U Aircraft horizontal speed (inertial frame)
W Aircraft vertical speed (inertial frame)
γ Aircraft glide angle
u Aircraft longitudinal speed (body frame)
v Aircraft lateral speed (body frame)
w Aircraft vertical speed (body frame)
p Aircraft roll rate (body frame)
q Aircraft pitch rate (body frame)
r Aircraft yaw rate (body frame)
NR Drive train non-dimensional speed
θMR Main rotor collective
A1 Main rotor lateral cyclic
B1 Main rotor longitudinal cyclic
TT R Tail rotor thrust
Peng Engine power
PMR Main rotor power
PT R Tail rotor power
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Pacc Accessory power
JMR Main rotor polar inertia
ωn Nominal main rotor speed
Weng Electrical motor weight
Winv Inverter weight
Wcol Cooling system weight
Wbat Battery weight
τ Max engine torque
Imax Max current
Q Heat dissipation by cooler
DT Temperature difference of cooler
βP Battery power density
βE Battery energy density
Ppeak Peak electrical power
Psteady Steady electrical power
TE Endurance at steady power
T Maneuver duration
VNE Never exceed speed

Non-disclosure Note

The results collected in the present document are based on
a helicopter mathematical model which is ”inspired” by the
Kopter AW09 aircraft, therefore they are not to be intended as
applicable to the AW09 in a quantitative manner. Rather they
serve as proof of concept and methodology effectiveness. In
particular, the study of the 1.5 Engine Kit is conceived just
as an application example of the methodology itself to the
analysis of hybrid configurations.



1 INTRODUCTION

The analytical simulation of maneuvers is widely used during
the preliminary design of a new aircraft, for the prediction of
performance and of the handling qualities, for instance. The
simulation of maneuvers is, however, also extremely useful
once the vehicle has been built and successfully flown, for
example for certification purposes, for studying expansions
of the flight envelope, again for performance and handling as-
sessment. Clearly, if at least part of such evaluations can be
made by simulation instead of flight testing, the number of
flight test hours can be greatly reduced, with obvious advan-
tages in terms of rapidity, cost and safety.
The dynamic response evaluation is typically solved through
a forward simulation process with a) pilot-in-the-loop flight
simulators (on-line approach) or with b) flight controllers im-
plementing some piloting logics (off-line approach). Trajec-
tory optimization problems as presented in [18, 19] can be re-
garded as a complex off-line procedure allowing for the eval-
uation of optimal control time histories together with asso-
ciated vehicle response; as such, they represent a cheap and
fully repeatable alternative to pilot-in-the-loop simulations.
The Trajectory Optimization Program (TOP) developed at
the Politecnico di Milano through a collaboration with the
Leonardo Helicopter Division flight mechanics group allows
to formulate Maneuver Optimal Control Problems (MOCP’s)
based potentially on any black-box third-party flight simula-
tor with minimal assumptions on the interface with the flight
dynamics model. Typical applications which can be formu-
lated as MOCP’s in rotorcraft flight are Category-A, Opti-
mal Autorotations, Emergency Maneuvers, Handling Quali-
ties Mission Task Elements [2], etc. With such methodology
it is possible on one hand to evaluate the bare or augmented
aircraft basic performance introducing, for instance, bounds
on actuation ranges and rates, and on another hand to simulate
human factors through, for instance, reactions times, limita-
tions on control rates, limitations on attitudes, neuro-muscular
lag [26], etc. In the framework of hybrid propulsion concept
studies, the availability of such a tool might be relevant to
establish the power levels to accomplish a given maneuver,
thus driving the requirements for an appropriate sizing of the
electrical system; or, instead, to analyze the impact of an ad-
ditional electrical power to enhance procedure safety in case
of failure of the primary thermal engine. In this latter sce-
nario falls the so called ”1.5 engine” concept, i.e. a power kit
which is used just in case of emergency to enhance the land-
ing operations. The overall work is connected to the AW09
helicopter, an innovative multi-role single-engine helicopter
under development at Kopter AG.

2 MANEUVER OPTIMAL CONTROL PROBLEM

Generally a maneuver is assumed to be a dynamic transition
between two steady state configurations [20]. Although this
is the only rigorous definition of a maneuver, in the context of
the present work, it will be more useful to use the term ma-
neuver more loosely, and we will often consider the case of
terminal conditions which are not trimmed. Obviously, given
a starting and arrival flight conditions, there is an infinite num-

ber of ways to transition between the two. A possible way
to remove this arbitrariness is to formulate a maneuver as an
optimal control problem [16, 17], based on the minimization
of a cost index (e.g. time, altitude loss, control activity, fuel
consumption, etc.), which in general is some given function
of the vehicle states and control inputs. The optimization pro-
cess is constrained according to the following categories of
requirements:

• firstly, the so-called compatibility conditions must be
fulfilled at each time instant of the maneuver; in other
words, it is required that the optimized trajectory sat-
isfies the equations of motion of a reference flight me-
chanics model;

• secondly, the entry and exit conditions shall be prop-
erly enforced at the beginning and at the end of the ma-
neuver;

• finally, the so-called all-time conditions shall be used
in order to account for aspects of different nature such
as: aircraft flight envelope limits, procedural and per-
formance requirements, and finally human factors, if
needed.

Consider a flight mechanics vehicle model, associated
with the following set of equations,

fff (ẋxx,xxx,uuu) = 0, (1a)
yyy = hhh(xxx), (1b)

where xxx represents the model state vector, uuu the control vec-
tor, while yyy typically collects some global vehicle states which
describe its gross motion, such as position, orientation, lin-
ear and angular velocity of a vehicle-embedded frame with
respect to an inertial frame of reference, or other quantities
useful for formulating the maneuver optimal control problem.
Finally, the notation ˙(·) = d(·)/dt indicates a derivative with
respect to time t. The equations (1) must be fulfilled at each
time instant of the maneuver and represent the compatibility
conditions.

The trajectory optimization problem is defined on the in-
terval Ω = [0,T ], t ∈ Ω, where the final time T is typically
unknown and must be determined as part of the solution to the
problem. Specific events might be associated with unknown
time instants Ti, 0 < Ti < T , as for example the reaching of
specific values of certain states, the jettisoning of part of the
cargo, etc. The present code implementation can handle mul-
tiple internal events, but we do not consider this case in the
following for the sake of simplicity, since this does not pose
any conceptual difficulty that is worth addressing in detail.

The maneuver optimal control problem consists in finding
the control function uuu(t), and hence through (1) the associated
functions xxx(t) and yyy(t), which minimize the cost,

J = φ(yyy, t)
∣∣T
0 +

∫ T

0
L(yyy,uuu, u̇uu, t)dt. (2)

The first term in the previous expression is a boundary term
which accounts for values of the outputs at the initial and/or
final instants, while the second term is an integral cost term.



The minimizing solution must satisfy the vehicle equa-
tions of motion (1), together with the boundary (initial and/or
terminal) conditions on the states and controls,

ggg0
(
yyy,uuu

)∣∣
t=0 ∈ [gggmin

0 ,gggmax
0 ], (3a)

gggT
(
yyy,uuu

)∣∣
t=T ∈ [gggmin

T ,gggmax
T ]. (3b)

By making use of these constraints, it is possible to enforce
the targeted entry and exit conditions, in most of the cases
steady flight conditions, but not in general. Sometimes, in
fact, the final conditions have not necessarily to represent a
trim state.

Finally all-time conditions, which can represent:

• envelope-protection constraints, accounting for limita-
tions of the bare or augmented aircraft;

• maneuver-defining conditions to satisfy given perfor-
mance and procedural requirements;

• human factors, modelling typical constraints dictated
by human pilot limits and operational best practices.

These category of constraints can be expressed as generic
algebraic non-linear constraints of the form,

ggggen(yyy,uuu, t) ∈ [gggmin
gen ,ggg

max
gen ], (4)

integral conditions,

1
T

∫ T

0
gggint(yyy,uuu, t)dt ∈ [gggmin

int ,ggg
max
int ], (5)

constraints at unknown internal events Ti,

gggevent(yyy,uuu,Ti) ∈ [gggmin
event,ggg

max
event], (6)

or simple bounds,

yyy ∈ [yyymin,yyymax], (7a)

uuu ∈ [uuumin,uuumax], (7b)

u̇uu ∈ [u̇uumin, u̇uumax]. (7c)

In summary, the maneuver optimal control problem can be
expressed as,

min
xxx,yyy,uuu,T

Cost J, Eq. (2), (8a)

s.t.: ODE system (1), (8b)
Constraints (3–7). (8c)

3 DIRECT METHODS

As discussed in Ref. [18], the direct approach is the preferable
way to solve the optimal control problem (8), for a series of
practical advantages with respect to the classical indirect the-
ory, which requires the derivation of the optimal control gov-
erning equations. According to the direct approach, the opti-
mal control problem is directly discretized, thus obtaining a

discrete parameter optimization or Non-Linear Programming
(NLP) problem [11], which can be written in general as,

min
zzz

K(zzz), (9a)

s.t. aaa(zzz) = 000, (9b)

bbb(zzz) ∈ [bbbmin,bbbmax], (9c)

where zzz is a set of algebraic unknowns, and K is a scalar ob-
jective function which represents an approximation of the cost
J of Eq. (8a). The equality constraints (9b) are generated by
the discretization of the equations of motion (8b), while the
inequality constraints (9c) by all the other maneuver-defining
constraints (8c). Notice that the problem defined by (9) differs
conceptually from the optimal control problem (8), because it
is finite-dimensional in the sense that its unknown is repre-
sented by a vector of parameters to be optimized; on the other
hand the original problem (8) is infinite-dimensional, being
characterized by continuous-in-time functional unknowns.

Notice further that the specific form of the vector of alge-
braic unknowns and of the constraints depends on the method
used for performing the discretization. In effect, among the
direct methods, two numerical strategies are the most com-
mon in literature, that is the Direct Transcription method and
the Multiple Shooting approach. Both the theories are im-
plemented in our Trajectory Optimization Program, and a de-
scription of the two methodologies is provided in the next two
paragraphs.

3.1 Direct Transcription

We consider the partition of the time interval Ω as 0 = t0 <
t1 < .. . < tN = T , where the generic time element is Ωn =
[tn, tn+1], n = (0,N−1), of time step size hn = tn+1 − tn. Here
and in the following, quantities associated with the generic
element vertex j are indicated using the notation (·) j, while
quantities associated with the generic element k are labeled
(·)k. Clearly, hn = hn(T ), i.e. the time step size is a function
of the final time, when T is unknown.

In each time element Ωn, the governing equations (1a) are
discretized using a suitable numerical method. The resulting
discrete equations are expressed here as,

fff h(xxxn+1,xxxn,uuun,hn) = 0, n = (0,N −1), (10)

where fff h is an algorithmic approximation of function fff of
Eq. (1), xxxn, xxxn+1 are the values of the state vector at tn and
tn+1, respectively, while uuun represents the value of the control
vector within the step. In general there might be additional
internal stages for both the state and the control variables, de-
pending on the numerical method. For notational simplicity
we do not consider that case here. With respect to this point,
note further that in the case of higher order schemes with in-
ternal stages, Eqs. (10) might have been obtained by static
elimination of these stages at the element level.

In the direct transcription case, the NLP problem (9) is
defined as follows. First, the NLP variable is chosen as,

zzz = (xxxn=(0,N),uuu
n=(0,N−1),T )T , (11)

i.e. it is defined by the discrete states and control values on
the computational grid, and the final time. Next, the cost J of



Eq. (2) is discretized in terms of zzz as given by (11), obtaining
the discrete cost K of Eq. (9a). Then, the discretized ODEs
within each step, Eqs. (10), become the set of NLP equality
constraints appearing in Eq. (9b). Finally, all other problem
constraints and bounds, Eqs. (3–7), are expressed in terms of
the NLP variable zzz and become the NLP inequality constraints
of Eq. (9b).

The optimality conditions of the resulting discrete NLP
problem converge to the optimality conditions of the optimal
control problem (8) as the grid is refined and the number of
discrete optimization variables goes to infinity [13].

3.2 Direct Multiple Shooting

We consider a partition of the time domain Ω given by 0 =
t0 < t1 < .. . < tM = T with Ωm = [tm, tm+1], m = (0,M − 1),
where each Ωm is a shooting segment. Here and in the fol-
lowing, quantities associated with the generic vertex between
segments j are indicated using the notation (·) j, while quan-
tities associated with the generic segment k are labeled (·)k.
In each shooting segment Ωm, the controls are discretized as
uuum(t) = ∑

Nm
c

i=1 si(t)uuum
i , where si(t) are basis functions, in par-

ticular cubic splines in the present implementation, and uuum
i are

Nm
c unknown discrete control values. Notice that we confine

the control approximations on each shooting segment, instead
of considering interpolations across segment boundaries; this
has the effect of decreasing the computational cost of finite
differencing by increasing the problem sparsity. Constraints
are enforced at the shooting segment boundaries to guarantee
the continuity of the controls up to C1.

In the case of direct multiple shooting, the NLP prob-
lem (9) is defined as follows. First, the NLP variable is chosen
as,

zzz = (xxxm=(0,M),uuu
m=(0,M−1)
i=(1,Nm

c ) ,T )T , (12)

i.e. it is defined by the discrete values of the states at the
interfaces between shooting segments, the discrete values of
the controls within each segment, and the final time.

Next, the governing ODEs (1) are marched in time within
each shooting segment Ωm, starting from the initial conditions
provided by the values of the states xxxm at the left boundary of
the segment. The effect of the forward integration is to gen-
erate a discrete time history of states within Ωm, which we
label xxxm

i , i = (1,Nm), where Nm is the number of steps taken
in that segment. The last value of this sequence is named
x̃xxm+1 = xxxm

Nm , and represents the new estimate of the state vari-
ables at the right boundary of the shooting segment. Segments
are then glued together by imposing the following equality
constraints,

xxxm − x̃xxm = 0, m = (2,M). (13)

In the direct multiple shooting case, the cost J of Eq. (2)
is discretized in terms of zzz as given by (12) and evaluated
using the segment time histories xxxm

i ; this yields the discrete
cost K of Eq. (9a). Next, the gluing conditions (13) are used
to express the set of NLP equality constraints appearing in
Eq. (9b). All other problem constraints and bounds, Eqs. (3–
7), are expressed in terms of the NLP variables zzz and become
the NLP inequality constraints of Eq. (9b).

Multiple shooting segments are introduced for curing the
well known instabilities of the single shooting method [12].
In fact, when using single shooting, small changes early in
the trajectory can produce dramatic effects at the end of the
trajectory itself, because the system non-linearities provide a
mechanism for amplifying these changes; similar problems
are found when analyzing unstable systems, which is often
the case when considering rotorcraft vehicles. Consequently,
convergence becomes very difficult if not impossible with
single shooting. In most practical cases, the rather heuris-
tic approach of breaking the problem domain into multiple
segments alleviates these problems.

Considering the implementation of trajectory optimiza-
tion solution procedures using third-party software, the di-
rect multiple shooting method offers the advantage of a higher
level interaction with the program as compared to the previ-
ous case. In fact, we just need to a) set the initial conditions
at the beginning of each shooting segment and march in time
till the end of the segment, under the action of given control
inputs, and b) gather the solution of the forward simulation
within and at the end of each segment. It is reasonable to as-
sume that any black-box simulator will at least provide these
minimum features.

4 FLIGHT MECHANICS MODEL

In the context of this work, an in-house developed flight me-
chanics model based on the Kopter AW09 helicopter proto-
type has been adopted. The use of an in-house tool allows
in this phase to have a high level of flexibility and complete
access to the dynamic equations of motion, thus ensuring full
control on the overall process. With reference to Figure 1,
the flight dynamics tool comprises the following aerodynamic
components:

• main rotor: it is based on a combined blade-element/
momentum-theory formulation with a uniform inflow
and based on concentrated parameters (spanwise con-
stant blade properties) [23]. Rotor is assumed to be
instantaneously adapted to the flight condition and av-
erage loads (forces and moments) on a revolution are
applied on the airframe. Collective θMR and cyclic con-
trols A1,B1 are used as inputs and flapping response,
cone and cyclic angles, are calculated according to the
flight condition determined by the model state vector.
Main rotor power PMR is also calculated within this
component.

• tail rotor: since the maneuver of interest can be consid-
ered as quasi-longitudinal, i.e. with a small participa-
tion on lateral-directional axes, the model for the tail
rotor can be simply represented by a side-force genera-
tor properly located at the tail of the helicopter. There-
fore the tail rotor thrust TTR is assumed to be directly as
a control variable. The tail rotor torque is a function of
the thrust and the specific flight condition through look-
up-tables; given the torque and the rotor speed, the tail
rotor power PTR is determined.

• fuselage: it is based on a standard 3D aerodynamic
component, i.e. an aerodynamic body generating forces



and moments as function of two aerodynamic angles,
angle of attack and angle of sideslip. Force and mo-
ment coefficients are provided by look-up tables.

• tail-planes: the stabilizer and vertical fin are modeled
as standard 2D aerodynamic components, i.e. lifting
surfaces generating loads on a 2D plane as a function
of local angle of attack. Lift, drag and moment are pro-
vided by look-up tables and lift deficiency factors are
introduced in order to account for finite wing boundary
effects. Simple corrections for for the downwash an-
gle at the horizontal stabilizer due to the main rotor are
included in the model.

Figure 1: Flight Mechanics Model Skematics.

These aerodynamic components are generating loads,
forces and moments, which are then applied to a rigid body
6-DOF dynamic model to determine the aircraft kinematics.
In parallel the power required by the two rotors is used in the
drive train equation written for the main rotor shaft,

d(NR)
dt

=
Peng −PMR −PTR −Pacc

JMR ·ωn2 ·NR
, (14)

where NR is the non-dimensional drive train speed, ωn is the
nominal main rotor speed (corresponding to NR = 1), JMR is
the main rotor rotational inertia, Pacc is the power required by
helicopter accessories, and finally Peng is the engine power,
assumed here as a control variable. The model control vector
comprises five variables and can be then written as,

uuu = (θMR,A1,B1,TTR,Peng)
T . (15)

The model state vector comprises six kinematics variables
(position and Euler’s angles), plus the six speed components
(linear and angular), plus the drive train speed, that is,

xxx = (X ,Y,Z,φ,θ,ψ,u,v,w, p,q,r,NR)T . (16)

4.1 1.5 Engine Kit

The 1.5 Engine Kit is an electrical back-up system supposed
to apply torque directly to the main rotor mast in case of fail-
ure of the primary thermal engine. With reference to Fig-
ure (2), when the thermal engine power is dropping down due
to some failure, the back-up electrical system is supposed to
intervene instantaneously and establish a non-zero asymptotic
power. In the present work, we want to perform a preliminary
concept study about the effects on emergency maneuvers due
to different power levels of the electrical back-up system. In
general, the higher the power and the energy of this back-up
system, the higher its weight.
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Figure 2: Thermal Power decay and Electrical Power rise.

One possible way to estimate the weight impact of this kit is
proposed in Ref. [4]. According to this approach, the weight
of the individual components of the electrical system is calcu-
lated, considering an architecture with electric motor (brush-
less), inverter, liquid cooling system (assuming the inverter is
not integrated with the motor) and battery. Basic equations
are as follows,

Weng = 0.345 · τ0.7232, (17a)
Winv = 0.0508 · Imax +2.5249, (17b)

Wcol = 0.0356 ·
(

Q
DT

)
+3.664, (17c)

Wbat = max
(

Ppeak

βP
,

Psteady ·TE

βE

)
, (17d)

where,

• Weng is the engine weight which is a function of the
maximum torque τ, which can be easily related to the
maximum power required Ppeak;

• Winv is the inverter weight which is proportional to the
maximum current Imax from the electric motor and can
be determined through the formula,

Imax =
ln(Weng/0.2655)

0.0111
; (18)

• Wcol is the liquid cooling system mass which depends
on heat rejection Q (dependent on inverter efficiency)



and the difference between input temperatures of air
and water DT .

• Wbat can be calculated from the power density βP and
energy density βE for a specific battery technology;
these densities are respectively compared with the max-
imum power required Ppeak and the energy required,
obtainable by the product of the steady power required
Psteady and the time of operation TE . The highest value,
either from peak power criteria or from energy criteria,
is considered. An additional 25 % margin is accounted
for other battery pack components.

CASE a b c d e f
Energy [kW min] 0 395 790 1185 1580 2370
Peak Power [kW] 0 60 120 180 240 360
Steady Power [kW] 0 50 100 150 200 300
Endurance Time [min] 0 7.9 7.9 7.9 7.9 7.9
Kit Weight [Kg] 0 55 90 123 155 219
Helicopter Weight [Kg] 2850 2905 2940 2973 3005 3069

Table 1: 1.5 Engine Kit configurations.

In Table (1) some configurations are presented, based on
several power levels which might be of interest for the ma-
neuver types here considered. For the sake of simplicity, no
motor back-up is considered. In all cases from Table (1) the
weight of the power system is dictated by the power level,
not the energy. The peak power has been assumed conser-
vatively as 20 % higher than the continuous value which is
used in the applications. The endurance time for the continu-
ous power is about 8 minutes, by far exceeding the transient
phases which are presented next. As shown in Figure (3),
the weight of the 1.5 Engine Kit is directly proportional to
the power in the range of analysis. A sensitivity study with
respect to the power of the system will be performed in sec-
tion (5.3), adding the weight of the kit to the reference gross
weight adopted for the non-hybrid configuration. The kit is
introduced without any penalty on the payload, just summed
up to the baseline weight of the non-hybrid helicopter. Fur-
thermore, for the sake of simplicity, additional weight penal-
ties for structural integration of the kit are not considered in
this phase.

Figure 3: Weight vs Peak Power.

5 APPLICATIONS AND RESULTS

In this section we demonstrate some possible applications of
helicopter Power-Off maneuvers, formulated in terms of ma-
neuver optimal control problems. With Power-Off maneuvers
we intend here simulations characterized by 1) a time event,
representing the thermal engine failure and determining the
full power loss with some predetermined decay laws, or b) by
the complete lack of power at each time instant of the maneu-
ver. Three main categories are of interest.

• Autorotation Entry: it is the transition from a trim
flight condition, typically hover or forward flight, into a
steady autorotation following a full engine shut-down.
Of particular interest is the case of a helicopter in for-
ward flight at a speed higher than the Power-Off VNE ;
in this case, the regulations [1] require that ”the heli-
copter must be safely slowed to VNE Power-Off, with-
out exceptional pilot skill, after the last operating en-
gine is made inoperative at Power-On VNE”. The ma-
neuver starts from a Power-On condition and a sudden
complete power drop determines the beginning of the
dynamic transition.

• Flare: after reaching an efficient steady autorotation
flight, this maneuver is the dynamic transition in prox-
imity of the ground to achieve a final safe touch-down.
The terminal point of this phase is not supposed to be
a trim condition, but rather a snapshot in which safe
landing conditions are reached; specifically, horizontal
and vertical speeds at touch down must be compatible
with the landing gear capabilities, final pitch attitude
must be limited in order to avoid tail strike, the rotor
speed must stay above a certain value in order to avoid
loss of controllability. In order to reduce speed, dur-
ing this phase, the rotational kinetic energy of the rotor
is fully extracted and it is important to keep the rotor
speed variation inside safe operational limits. The exe-
cution of the procedure from an appropriate distance
from ground and the exact timing of the control se-
quence are critical factors. Finally, it should be noted
that throughout this maneuver the power available is al-
ways zero, so it is a full Power-Off maneuver.

• Power-Off Landing: when the engine failure happens
in proximity of ground, normally the pilot is conduct-
ing a single dynamic maneuver from the initial Power-
On condition to the final touch-down. In fact, target-
ing first a steady autorotation condition and then flar-
ing would be inefficient and resulting in higher altitude
losses. Therefore the Power-Off Landing cannot be re-
garded as the sequence of an Autorotation Entry and
a Flare, but rather a single dynamic transition from a
Power-On initial trim flight till to the final touch-down.
Of particular interest is the case of a Hover initial con-
dition, with no initial translational lift: in this case, the
altitude loss to accomplish a safe touch-down, in fact,
determines the high point of the Height-Velocity (H-V)
diagram for operation in proximity of the ground.



The direct simulation of the above maneuvers is quite
challenging due to the lack of proper initial guess solutions
which are key to achieve convergence in MOCP’s. Typically
it is better to analyze simpler problems and, after some itera-
tions, add complexity, and move towards the final MOCP we
want to address. For instance, for Power-On to Power-Off
transition maneuvers characterized by a sudden decay of the
engine power, the methodology sketched in Figure 4 proved
to be quite effective.

Figure 4: Power-On to Power-Off continuation technique.

1. First step would be to analyze a ”similar” Power-
On maneuver transition, with no drive-train dynamics,
solved on a coarse grid, typically by making use of the
direct transcription method. For instance, in case of
the Autorotation Entry problem, this first step would
be represented by entering into a steady descent from
a forward flight trim condition. One should identify a
final glide ratio in a way to reach zero or low power;

2. second step would be to project the solution into a finer
grid to better solve for the model typical time scales.
This process can be executed either with the direct tran-
scription or the direct multiple shooting, depending on
the model complexity and its typical time scales as ex-
plained in section (3);

3. third step is the introduction through hard final con-
straints of the zero power at the end of the maneuver,

in parallel activating the drive train equation for the NR
dynamics;

4. finally, one can try to impose the power decay simulat-
ing the thermal engine failure.

For a full Power-Off maneuver, with no-power transient
and always zero power (i.e. Flare), steps 3. and 4. might
be replaced by iterations on the upper bound for the engine
power to get it incrementally towards zero. The following
examples demonstrate as concept studies the three types of
maneuvers just discussed.
In the following applications, a model representative of the
Kopter AW09 helicopter has been adopted; unless otherwise
stated, nominal NR of 102 %, maximum gross weight of 2850
Kg and Sea-Level ISA conditions are considered.
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Figure 5: Autorotation Entry: horizontal speed.
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Figure 6: Autorotation Entry: vertical speed.

5.1 Autorotation Entry

In this first example the transition from a trim forward flight
condition into a steady autorotation following a full engine
shut-down is considered. The initial level flight speed is cho-
sen beyond the Power-Off VNE and set at a value of 120 Kts,



while the final autorotation speed is 70 Kts horizontal with the
vertical component and so the glide angle not known a-priori,
but determined along with the optimization by the final steady
zero-power autorotation condition. As an alternative, for the
exit condition one might target a flight-path angle and let the
code calculate the final speed. Initial NR is set to the nominal
102 %, while the final NR is set to 106 %, a value which has
been defined in order to optimize the glide ratio. Engine fail-
ure happens at t = 0 sec. and it is modelled by an exponential
decay with time constant of 0.45 sec, as in Figure 9. During
this maneuver the following ”all-time” conditions apply,

90 ≤ NR(t)≤ 110 [%], (19a)
|θ(t)| ≤ 30 [deg], (19b)

that is, we require the rotor speed to be inside the Power-Off
green arc, and the pitch attitude to be smaller than 30 deg in
absolute value: higher angles might be typically avoided by
pilots. For this maneuver, a minimum time objective, as per
Eq. (20), has been chosen together with an integral term of
the control rates representing the pilot workload.

J = T 2 +ρ

∫ T

0
u̇uu · u̇uudt. (20)

The pilot, in fact, in case of a failure event aims to transition
as quickly as possible into a steady autorotation, supposing
that the engine failure is occurring with the helicopter not in
proximity of the ground; if, instead, the failure happens close
to ground, other objectives might be considered such as: min
altitude loss, min NR variation, etc. The maneuver has been
simulated with and without a pilot reaction time of 1.0 sec.

A shown in Figure 5 the horizontal speed transitions from
120 Kts to 70 Kts as requested, while the vertical component
in Figure 6 starts from zero and reaches about 2500 ft/min,
this value being calculated in order to fulfill the null power
exit condition. The maneuver durations with and without pilot
reaction time is comparable, slightly longer when the pilot
delay is applied. Also the trajectory in Figure 7 seems not
very much affected by the reaction time on the controls which
are shown in Figure 8. Collective θMR is lowered in the initial
part of the maneuver and longitudinal cyclic B1 is pulled back;
tail rotor thrust TTR is initially positive, i.e. anti-torque effect,
and then it gets into negative values to compensate for the fin
lift in autorotation. Rotor NR in Figure 10 is initially dropping
to its lower limit of 90 % with different slopes, the one steeper
for the pilot delay case; and finally settling to the imposed
final value of 106 %.
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Figure 7: Autorotation Entry: kinematics.
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Figure 8: Autorotation Entry: controls.
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Figure 10: Autorotation Entry: NR and collective.

5.2 Flare

In this section the final flare is simulated assuming that the
helicopter is initially in a steady autorotation; this maneu-
ver comes after the autorotation entry and is accomplished
in ground proximity. For consistency with the previous ex-
ample, the initial steady autorotation phase is selected co-
herently with the final condition of the autorotation entry in
terms of flight parameters. As in previous example, during
the maneuver, the main rotor NR must stay inside the Power-
Off green arc limits and pitch angle θ is bounded to +/- 30
deg; same ”all-time” conditions from Eqs. (19) apply. At the
touch-down, we are not imposing a trim state, but rather the
following terminal conditions,

U(T )≤ 40 Kts, (21a)
W (T )≥−2 m/s, (21b)
θ(T )≤ 15.0 deg. (21c)

At landing, the pitch angle must be smaller than a maximum
value dictated by helicopter architecture (the value of 15 deg
is here assumed) in order to avoid the tail strike, while the
horizontal and vertical speeds are required to be smaller than
limit values (40 Kts and 2 m/s, respectively) related to the
gear structural limits. Addditional final constraints are given
by Eqs. (22) which require a final null angular speed and no
lateral-directional angles.

φ(T ) = 0.0 deg, (22a)
ψ(T ) = 0.0 deg, (22b)
p(T ) = 0.0 deg/sec, (22c)
q(T ) = 0.0 deg/sec, (22d)
r(T ) = 0.0 deg/sec, (22e)

For this maneuver, a minimum altitude loss objective, as per
Eq. (23), has been chosen together with an integral term of
the control rates representing the pilot workload.

J = ∆Z2 +ρ

∫ T

0
u̇uu · u̇uudt. (23)

The term ρ in Eq. 23 is modulating the contrasting two tar-
gets of minimum loss of altitude and minimum workload; the
maneuver has been evaluated with three different values of ρ

to modulate its aggressiveness.
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Figure 11: Flare: horizontal speed.
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Figure 12: Flare: vertical speed.

Figure 11 shows the evolution of the horizontal speed which
the optimizer manages to bring below the final value of 40
Kts at three different levels depending on the aggressiveness
modulation; final vertical speed in Figure 12 is just at the al-
lowable limit. The altitude loss in Figure 13 is much affected
by the aggressiveness modulation, as well as the pitch angle
reaching its upper limit during the flare and settling exactly
on the tail strike angle threshold. Rotor NR in Figure 14 starts
at 106 %, as imposed, and, during the flare, first reaches the
upper bound of 110 % and then drops to the lower bound of
90 %, for maximum energy extraction from the rotor, energy
which is, in fact, used to reduce the aircraft final kinetic en-
ergy.
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Figure 13: Flare: kinematics.
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Figure 14: Flare: NR.

5.3 Power-Off Landing

In this application, the full transition from the engine failure
to the touch down is simulated as a single dynamic maneu-
ver, combining the first reaction to the power loss event and
the final flare. The initial condition is now a hover trim, in
proximity of ground, which makes this case equivalent to the
analysis of the high point in the Height-Velocity diagram of
the helicopter. The ”all-time” conditions are the same as in
Eqs. (19) for the Autorotation Entry, while the conditions at
touch-down are same as in Eqs. (21) and (22). For this ma-
neuver, a minimum altitude loss objective, as per Eq. (23),
has been chosen together with an integral term of the con-
trol rates representing the pilot workload. This case study is
addressed with and without the 1.5 Engine Kit described in
section (4.1), assuming different levels of power and system
weights as per Table (1), weight which is added on top of
the baseline helicopter weight of 2850 Kg considered for the
non-hybrid conventional configuration. The objective here is
to study the trade-off between the additional electric energy
reservoir and the additional weight required to store and de-
liver this energy.

With reference to Figure 2, the thermal power loss occurs
at t = 0 sec and it is modelled by an exponential decay with
time constant of 0.45 sec, while electrical power step-in is
modelled with an exponential rise with time constant of 0.20
sec. Figure 15 shows the evolution of the horizontal speed
which starting from zero is reaching final values below the al-
lowable value of 40 Kts; the higher the power of the electrical
kit, the lower the landing horizontal speed. The vertical speed
in Figure 16 is just at the allowable limit in all cases; however,
some cushioning effect is provided by the electrical booster.
The altitude loss (normalized with the non-hybrid value) in
Figure 17 is remarkably affected by the electrical power sys-
tem, showing a reduction of about 30 % from the non-hybrid
configuration, when the 200 kW kit is installed; initial pitch-
down phase is also more gentle, the higher the power of the
kit. Power in Figure 20 is stabilizing on different values, de-
pending on the size of the electrical system. Finally, Figure 21
shows the combined evolution of the NR and collective θMR.
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Figure 15: Power-Off Landing: horizontal speed.
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Figure 16: Power-Off Landing: vertical speed.

In all cases rotor speed is dropping down to 90 %, then bounc-
ing up to 110 % and finally, during the flare, reaching again
the lower bound of 90 % for maximum rotor energy extrac-
tion. Collective initial drop and final recovery is, instead, mit-
igated by the availability of the emergency energy reservoir.



It is interesting to discover that more powerful, but heav-
ier kits do not bring any further reduction in loss of altitude
(normalized with the non-hybrid value) as shown in Figure 16
and 18 which is indicating a minimum at the power level of
200 kW, with the kit of about 155 Kg weight as per Table (1).
The Height-Velocity diagram shown in Figure 22 illustrates:

• the (blue) envelope as per NASA energy method [3],
which is conceived to be a preliminary conservative
definition;

• the (green) envelope resulting from recursive optimiza-
tion as described in this section and referred to the non-
hybrid configuration;

• the (yellow) envelope resulting from recursive opti-
mization as described in this section and referred to the
hybrid configuration with the optimal 200 kW/155 Kg
electrical kit.

The envelope with the optimal 1.5 Engine Kit is dramat-
ically reduced and the H-V high point has been lowered by
slightly more than 30 % from the non-hybrid case, as result-
ing from trajectory optimization.
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Figure 17: Power-Off Landing: kinematics.

Figure 18: Power-Off Landing: Altitude Loss vs Size of
the Electrical kit.
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Figure 19: Power-Off Landing: controls.
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Figure 20: Power-Off Landing: power.
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Figure 21: Power-Off Landing: NR and collective.



6 CONCLUSIONS

In this document we have described numerical procedures for
the solution of trajectory optimization problems in rotorcraft
flight mechanics, and their implementation in a general pur-
pose software tool. The problem was cast within the frame-
work of optimal control theory. Using this approach, each ma-
neuver is viewed as the solution of an appropriate constrained
minimization problem; by specifying cost function and con-
straints, one gives a mathematical definition of the maneuver
which is then computed by solving the resulting optimal con-
trol problem.

Some interesting applications of emergency maneuvers,
typical of a single-engine light weight helicopter, have been
addressed and discussed, comprising the Autororation Entry,
the Flare, the full Power-Off Landing. Solutions are here
obtained with an in-house developed flight dynamics model,
similar to the Kopter AW09 helicopter.

The availability of these solutions will allow for spe-
cific solution refinements using higher-fidelity and fully val-
idated models for a more quantitative assessment. In the fu-
ture, in fact, the flight dynamics model might be provided by
FLIGHTLAB [5], which is the official tool used in the Kopter
flight mechanics office, or can be a further evolution of the
present model, following a comprehensive validation activity
against experimental data.

Furthermore, the applications here presented, might rep-
resent the starting point for any specific sensitivity study of
interest. Specifically for the Power-Off landing case, the ef-
fect of the 1.5 Engine Kit has been analysed assuming dif-
ferent sizes for the system and studying the delicate trade-
off between weight and power; it turned out that there is an
optimal size of the system which is minimizing the Height-
Velocity diagram. It is clear that this trade-off study has to be
regarded as proof of concept and methodology effectiveness,
and it is not intended to promote the specific hybrid config-
uration shown in this document. The future intention, is, in
fact, to use the framework here presented in support of the
Kopter hybridization project, which is based on more ambi-
tious targets.
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