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Abstract

This paper presents a design optimization study, in
which rotor dynamics and flight dynamics are simul-
taneously taken into account to maximize the damp-
ing of a rotor lag mode. The design variables include
rotor, airframe, and flight control system parameters.
The constraints address rotor stability and loads, and
handling qualities. Two design optimization cases are
considered, one with only constraints computed from
the linearized model of the helicopter, the other with
also constraints that require the integration of the
nonlinear equations of motion. Both finite difference
and semi-analytical gradients are used for some con-
straints. The optimization procedure increases the
lag mode damping by up to 90%, while satisfying all
the constraints, primarily by reducing the blade tor-
sion stiffness. The aeromechanic design problem is
a multidisciplinary problem. The constraint active
at the optimum is the Level 1 handling qualities re-
quirement in the pitch axis. Optimization provides a
framework to manage multidisciplinary problems sys-
tematically and efficiently. Using semi-analytical gra-
dients of the constraints computed from the linearized
model yields the same results as with finite difference
gradients, but more efficiently. The computational
advantage increases with problem size. Further ad-
vances in computer hardware and in optimization al-
gorithms, including efficient sensitivity analyses, will
help make numerical optimization a practical design
tool.

Notation
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D Distance from Level 1 boundaries in
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Fhub RMS value of rotor hub forces

and moments

1Doctoral Candidate
2Professor; e-mail: celi@eng.umd.edu.

Presented at the 28th European Rotorcraft Forum,
Bristol, UK, September 17-20, 2002.

g(X) Constraint
GJ Blade torsion stiffness
Kφ, Kp Roll attitude and rate feedback to

lateral cyclic
Kθ, Kq Pitch attitude and rate feedback to

longitudinal cyclic
L, M, N Components of hub moment
p, q Roll and pitch rates of the helicopter
SHT Area of horizontal tail surface
xi Chordwise distance of blade CG from

elastic axis
X Vector of design variables
X, Y, Z Components of hub force
ζ Damping ratio
∆φmin Roll attitude change in maneuver
∆θmin Pitch attitude change in maneuver
φpk, θpk Peak roll and pitch rates in maneuver
τp Phase delay
ωBW Bandwidth
(. . .)0 Baseline design

Introduction

Technical advances such as bearingless rotor sys-
tems and high-gain, mission-tailored flight control
systems, can provide modern helicopters with un-
precedented maneuverability, agility and increased
mission effectiveness. At the same time, the design
of these advanced helicopters has become more chal-
lenging, because it requires the careful integration
of several engineering disciplines. For example, ad-
vanced flight control systems can improve handling
qualities, but may also reduce aeromechanic stabil-
ity. A multidisciplinary approach to helicopter de-
sign clearly requires the analysis of the mutual inter-
actions among a variety of design parameters. The
analyses can be quite complex, and improved math-
ematical tools are desirable. Numerical optimization
techniques can potentially be a useful tool to tackle
multidisciplinary helicopter design problems. A de-
tailed discussion of the literature in the field is be-
yond the scope of the present paper. Information on
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the application of formal design optimization tech-
niques to helicopter problems can be found in sev-
eral surveys, such as Refs. [1, 2], and Ref. [3], which
also addresses some of the reasons why the accep-
tance of these techniques has been slower in the he-
licopter community than in other branches of engi-
neering practice.

The problem of an optimal aeroelastic design of
helicopter rotors for longitudinal handling qualities
improvement was studied in Ref. [4]. This paper
describes an optimization study in which the tor-
sional stiffness of a hingeless rotor blade and its
cross-sectional offsets were optimized to stabilize the
phugoid oscillation of the aircraft by increasing the
stabilizing effect of the rotor. A sequence of approx-
imate optimization problems was used to reduce the
computational effort that otherwise would have been
prohibitive. A very simple, linearized stability deriva-
tive type model was used, and the rotor contribution
to the derivatives was calculated from an isolated ro-
tor analysis.

In Refs. [5, 6, 7], Sahasrabudhe et al. performed
a multidisciplinary optimization of rotor and flight
control system with aeroelastic stability and han-
dling qualities constraints. The handling qualities
constraints enforced a subset of the ADS-33 han-
dling qualities specifications [8]. The design vari-
ables were flap stiffness, flap-lag elastic coupling fac-
tor, and flight control system parameters. A tech-
nique for the calculation of gradients of constraints
was developed. To reduce the computational cost,
the gradients were calculated using low-order linear
approximations, which were applied to the full linear
model of the helicopter. The objective function to
be reduced was a weighted average of the swashplate
control displacements and rates for two preassigned
maneuvers. The scheme adopted in Ref. [6] showed
that lower control effort can be achieved if rotor and
flight control system designs are performed simulta-
neously. The analysis was carried out for a coupled
rotor-fuselage model with rigid blades [9, 10].

Extensive work in the area of flight control sys-
tem optimization with ADS-33 based constraints has
been performed by Tischler et al. (e.g.,[11, 12]). The
primary tool for this research is the CONDUIT com-
puter code, which couples a sequential quadratic pro-
gramming optimizer with an extensive set of ADS-33
based handling qualities constraints, and a graphical
user interface. The designer monitors the progress of
the optimization, and can interact with the numerical
optimizer to evaluate and adjust constraints, and to

explore trade-offs. CONDUIT is generally used with
linearized models of the helicopter, obtained from
simulation or system identification of flight test re-
sults, and the design variables are typically the pa-
rameters of the flight control system. In Ref. [12]
it was successfully used to perform a control law de-
sign and optimization for two helicopters, namely, the
Kaman SH-2F Seasprite and the research helicopter
RASCAL, based on the UH-60A Blackhawk.

In a recently completed study [13], Fusato ad-
dressed the problem of the multidisciplinary opti-
mization of a helicopter with rotor dynamic and
handling qualities constraints. To reduce the com-
putational costs, the gradients of the constraints
computed from the linearized model of the heli-
copter were calculated using a new semi-analytical
approach [13, 14], which proved far more efficient
than using finite difference approximations. Very
promising results were also obtained for the efficient
calculation of those constraints that require the in-
tegration of the nonlinear equations of motion of
the helicopter, to simulate the response to pilot in-
puts [15]. Finally, a complete optimization study was
performed. The simulation included a fully coupled
model of the flap-lag-torsion elastic motion of the
blades, with no restriction on the magnitude of the
hub motions.

The present paper is based on the research of
Ref. [13], and has the following primary objectives:

1. To study whether it is possible to increase the
rotor lag mode damping by a proper design of
rotor, airframe, and flight control system, while
at the same time maintaining the stability of all
the other rotor modes, and satisfying a represen-
tative subset of the ADS-33 handling qualities
specification.

2. To determine whether the aeromechanic de-
sign problem is multidisciplinary in nature, or
whether rotor dynamics and handling qualities
can be addressed independently.

3. To apply approximate, but efficient semi-
analytical gradients of the constraints computed
from the linearized model to a full optimization
procedure, and assess the impact on accuracy
and computational efficiency.
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Helicopter Simulation Model

The simulation model used in this study is a blade
element-type, coupled-rotor fuselage model. The
blades are modeled as flexible beams undergoing cou-
pled flap-lag-torsion deformations [16]. The rotor
equations of motion are discretized using finite ele-
ments, and a modal coordinate transformation is used
to reduce the number of rotor degrees of freedom.
The extended momentum theory of Keller and Cur-
tiss [17] is used to model the main rotor inflow. A
one-state dynamic inflow model is used for the tail
rotor. Quasi-steady stall and compressibility effects
are introduced through look-up tables of airfoil aero-
dynamic coefficients. No restrictions are placed on
the magnitude of the hub motions: the aerodynamic
and inertia effects of the kinematics of large ampli-
tude maneuvers are rigorously taken into account in
the formulation of the rotor equations.

The rigid body motion of the fuselage is described
through nonlinear Euler equations. The aerodynamic
characteristics of the fuselage and of the empennage
are described by look-up tables of aerodynamic co-
efficients. The dynamic coupling between the rotor
and the fuselage is rigorously modeled, whereas the
aerodynamic coupling is neglected.

The trim procedure simulates free flight, and simul-
taneously enforces overall force and moment equilib-
rium on the aircraft, and the periodicity of the steady
state motion of the rotor. The trim calculations for
the results of this paper consisted of the solution of
a set of 50 nonlinear algebraic equations. The lin-
earized model used for the calculation of the poles
and of the frequency responses was extracted numer-
ically by: perturbing the equations of motion of the
helicopter at a number of equispaced azimuth loca-
tions, performing a multiblade coordinate transfor-
mation, and averaging the state and control matrices
to eliminate the periodic terms. Because the coupled
rotor-fuselage model consisted of 53 differential equa-
tions, the linearized system had size 53. The response
to pilot inputs was computed by direct numerical in-
tegration of the equations of motion.

Formulation of the Optimization Problems

The optimization problems are formulated in non-
linear mathematical programming form, namely:
Find a vector X of design variables such that the
objective function F (X) → min, subject to behav-
ior constraints gj(X) ≤ 0, j = 1, . . . , m, and side

constraints XL ≤ X ≤ XU on the design variables,
where the subscripts L and U denote lower and upper
bounds, respectively.

Two optimizations will be carried out. In the first,
the behavior constraints will be limited to those that
can be evaluated using only the linearized model of
the helicopter. The first optimization will be repeated
twice, first using finite difference-based gradients of
objective function and constraints, and then using a
more efficient semi-analytical method for both objec-
tive and constraints. The second optimization will
also include constraints that require the integration
of the nonlinear equations of motion, for which only
finite difference-based gradients will be used. Objec-
tive function and side constraints are the same for
both optimizations. The flight speed in both cases is
40 kts.

The purpose of the optimization is to maximize
the damping ratio ζ of the least damped mode of
the baseline configuration, which is the progressive
lag mode. Therefore, the objective function F (X) is
defined as

F (X) = − ζ

ζ0
→ min (1)

where ζ0 is the damping ratio of the initial design,
and is used here as a scaling factor to keep the value
of F (X) of the order of 1. The design variables, and
their respective upper and lower bounds, are pre-
sented in Table 1. The design variables are actu-
ally implemented in normalized form, and all vary
between 0 (variable at its lower bound) and 1 (vari-
able at its upper bound). The i-th design variable Xi

can be obtained from the normalized design variable
αi using

Xi = (1 − αi)XLi + αiXUi (2)

where XLi and XUi are, respectively, the lower and
upper bound for the design variable Xi.

Optimization case I
For this optimization, the behavior constraints are
obtained exclusively from the state-space linearized
model of the helicopter. The constraints obtained
from the time integration of the nonlinear equations
of motion are not included. The behavior constraints
are divided in two groups, namely handling qualities
constraints and rotor dynamics constraints.

Handling qualities constraints:

1. Level 1 bandwidth/phase delay in pitch. This
constraint is implemented on the basis of the
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Design Lower Baseline Upper
variable bound bound
∆SH/SH -0.5 0 2
∆GJ/GJ -0.5 0 2
∆xi/c (%) -2% 0 2%

∆c/c0 -0.2 0 0.8
Kθ (%/rad) 0 0 300

Kq (% sec/rad) 0 0 300
Kφ (%/rad) 0 0 300

Kp (% sec/rad) 0 0 300

Table 1: Design variables and side constraints.

specification chart of Section 3.3.2.1 of ADS-
33 [8] for the Target Acquisition and Track-
ing Mission Task Element (MTE). The distance
Dpitch,s of the point representative of the heli-
copter from the Level 1 boundary (Dpitch,s is
defined to be negative if the point is in the Level
1 region) must be negative:

g(X) = Dpitch,s ≤ 0 (3)

2. Level 1 bandwidth/phase delay in roll. Similarly,

g(X) = Droll,s ≤ 0 (4)

where Droll,s is the distance from the Level 1
boundary in the roll specification chart.

3. Compliance with mid-term response specification
at least 25% better than baseline design. The
constraint is implemented as

g(X) =
Dpoles

Dpoles,0
− 1.25 ≤ 0 (5)

where Dpoles,0 and Dpoles,0 are, respectively, the
minimum distance from the Level 1 boundary
of the poles of the optimized and of the baseline
design. The Level 1 boundary is that of the spec-
ification chart in Section 3.3.2.3 of ADS-33 [8].

Rotor dynamics constraint:

4. The rotor modes must be stable. This constraint
on the stability of all the rotor modes is imple-
mented with one inequality, which requires that
the damping ratio of the least damped mode be
positive, i.e.:

g(X) = − ζ

0.01
≤ 0 (6)

where 0.01 is a scaling factor. Typically, the
mode with the smallest damping ratio ζ is the
higher frequency first progressive lag mode, but
the constraint is enforced for the least damped
rotor mode regardless of type.

Optimization case II
For this optimization, the behavior constraints in-
clude those that require the time integration of the
nonlinear equations of motion. Therefore, the behav-
ior constraints include all those of Case I plus the
following:

Handling qualities constraints:

5. Level 1 quickness in pitch. This constraint is
implemented on the basis of the specification
chart of Section 3.3.3 of ADS-33 [8] for the Tar-
get Acquisition and Tracking Mission Task El-
ement (MTE), for moderate amplitude attitude
changes. The distance Dpitch,m of the point rep-
resentative of the helicopter from the Level 1
boundary (Dpitch,m is defined to be negative if
the point is in the Level 1 region) must be neg-
ative:

g(X) = Dpitch,m ≤ 0 (7)

6. Level 1 quickness in roll. Similarly to the pitch
constraint,

g(X) = Droll,m ≤ 0 (8)

7. Roll-to-pitch coupling equal to 125% of the base-
line or better. This interaxis-coupling constraint,
is defined in terms of the roll-to-pitch coupling
ppk/qpk during the same pitch maneuver used for
the pitch quickness constraint, i.e.

g(X) =
ppk/qpk

[ppk/qpk]0
− 1.25 ≤ 0 (9)

where [ppk/qpk]0 denote the interaxis-coupling
for the baseline configuration. This is a sim-
pler and less restrictive version of the ADS-33
interaxis coupling constraint, from which it dif-
fers in two ways: (i) to reduce the computational
effort, the same maneuver as in the calculation
of the pitch quickness constraint is used, rather
than the specific step input called for by ADS-
33, and (ii) the limit of the peak pitch-to-roll
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rates ratio is defined relative to the baseline con-
figuration, rather than in absolute terms as in
ADS-33, because the simple flight control system
used in the present study has no crossfeeds, and
therefore the original ADS-33 constraint may be
too stringent. These simplifications are probably
reasonable given the scope of the present study.

8. Pitch-to-roll coupling equal to 125% of the base-
line or better. This constraint is the same as the
previous one, except that it is evaluated from
the maneuver used for the roll quickness calcu-
lations. The constraint is implemented as:

g(X) =
qpk/ppk

[qpk/ppk]0
− 1.25 ≤ 0 (10)

where [qpk/ppk]0 denote the interaxis-coupling
for the baseline configuration

9. Pitch attitude change for quickness calculations
between 20 and 30 degrees. The constraint is

20 deg ≤ ∆θmin ≤ 30 deg (11)

and is implemented in the form:

g(X) = 1 − ∆θmin

20
≤ 0 (12)

g(X) =
∆θmin

30
− 1 ≤ 0 (13)

This constraint fixes the range of attitude angles
used for the calculation of the quickness con-
straint. This implies two simplifications. The
first is that the quickness calculations are not
strictly performed for the same attitude change.
The second is that, although the quickness con-
straint should be evaluated for several values of
the attitude changes, covering the entire range
of moderate amplitude attitude changes, for sim-
plicity, in the present study the evaluation will
be limited to just one value of ∆θmin.

10. Roll attitude change for quickness calculations
between 30 and 50 degrees. This constraint is
similar to the previous one, and is defined as

30 deg ≤ ∆φmin ≤ 50 deg (14)

and implemented as

g(X) = 1 − ∆φmin

30
≤ 0 (15)

g(X) =
∆φmin

50
− 1 ≤ 0 (16)

Rotor dynamics

11. Hub load increase during pitch maneuver equal
to 125% of the baseline or better. The hub loads
constraints are defined with the use of a load
function, Fhub defined as:

Fhub =
√

X2 + Y 2 + Z2 + K2(L2 + M2 + N2) (17)

where X,Y ,Z,L,M ,N are the forces and mo-
ments acting on the hub, and K is a scaling con-
stant that makes the numerical values of the hub
forces comparable to those of the hub moments.
All forces and moments in Eq. (17) are generally
time-dependent. Then, a quantity ∆Fhub is the
defined as the difference between the maximum
value of Fhub during a maneuver, and the maxi-
mum value of Fhub at trim (Fhub will usually be
time-dependent in both cases), i.e.:

∆Fhub = max |Fhub(t)|−max |Fhub(t = 0)| (18)

The specific maneuver used in the evaluation
of this constraint is the same maneuver used
to evaluate the pitch quickness constraint. It
should be pointed out that, in general, both
terms in Eq. (18) will be a function of the design
variable vector X. the baseline time integration
will have its own value of ∆Fhub, that will be
denoted with ∆Fhub0 . The hub load constraint
limits the maximum variation of hub load acting
on the helicopter during the maneuver, and is
implemented as

g(X) =
∆Fhub

∆Fhub0

− 1.25 ≤ 0 (19)

where ∆Fhub0 is the value corresponding to the
baseline design. Therefore, the increase in hub
loads Fhub during the maneuver (compared with
trim) cannot be greater than 25% of the same
increase for the baseline configuration. Origi-
nally, this constraint was formulated in terms
of peak-to-peak hub loads during the maneu-
ver, but preliminary calculations showed that the
peaks could not be always identified unambigu-
ously.

Design Optimization Procedure

All optimization are carried out using the modified
method of feasible directions [18] as implemented in
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the optimization code DOT [19]. In all cases the pro-
cedure begins by trimming the helicopter, and com-
puting objective function and behavior constraints
for the initial configuration. The initial design is fea-
sible.

For the optimization case I (objective and con-
straints from linearized model only) and finite
difference-based gradients, forward finite differences
are used for both objective function and behavior
constraints. Trim condition and blade modes are re-
calculated for every new design if necessary (some
design variables do not affect trim or blade modes),
including the perturbed designs needed for finite dif-
ference calculations. For case I with semi-analytical
gradients, the analysis provides both the baseline val-
ues of objective function and constraints, and their
gradients with respect to each of the design vari-
ables if necessary. Recall that most gradient based
optimization algorithms, including the one used in
the present study, proceed by repeatedly perform-
ing two steps [18]. The first, i.e., the definition of
a direction of descent, requires gradient calculations,
whereas the second, i.e., the one-dimensional (1-D)
minimization along the direction of descent, does not.
For case I with semi-analytical gradients, trim and
blade mode shapes are recalculated for each design
selected during the 1-D minimization, but the semi-
analytical gradients themselves do not take trim or
mode changes into account.

For the optimization case II (all constraints), the
gradients of the objective function and of those be-
havior constraints that are computed from the lin-
earized model are calculated semi-analytically. The
gradients of the constraints that require the integra-
tion of the nonlinear equations of motion are com-
puted using forward finite difference approximations,
which also take into account changes in trim and
mode shapes. During the 1-D minimization, changes
in trim and mode shapes are taken into account for
objective function and all the constraints.

Some additional assumptions, not described in the
previous section, are made in the evaluation of the
quickness constraints. First, the pilot input is held
fixed throughout the optimization, and therefore the
maneuvers for different designs are not strictly equiv-
alent. Second, only one maneuver is considered for
pitch and one for roll, therefore the maneuvers are
not necessarily optimal, i.e., they do not necessarily
produce the maximum values of roll and pitch rates
ppk or qpk for a given value of ∆θmin. Finally, the
quickness criteria require that the pilot maintain a

constant attitude after the maneuver for at least a
few seconds. In the present study, this is strictly true
for the initial design only. Because the pilot con-
trol input is held fixed, design parameter variations
can affect time-histories, especially at the end of the
maneuver. Therefore, the quickness specification pa-
rameters (e.g., qpk , ∆θmin, ∆θpk, etc.) are calculated
based on only the first 3 seconds of the time-histories
of the integration, whether or not the attitude has
stabilized at that point (or has stabilized at all).

Results

Initial design
The initial helicopter configuration used in this

study is similar to a Eurocopter BO-105, flying at
40 kts with a CT /σ = 0.07. The initial configuration
has all the flight control system gains set to zero (bare
airframe configuration). The initial design has Level
1 handling qualities for almost all the small ampli-
tude and moderate amplitude attitude changes crite-
ria considered in this study. The only exception is
the mid-term response, Paragraph 3.3.2.3.1 of ADS-
33 [8], which is Level 2 because of the position of the
Dutch roll. The initial value of the objective func-
tion, i.e., the damping of the progressive lag mode, is
4.49% of the critical damping.

Optimization case I
For this case, only the behavior constraints ob-

tained from the linearized model of the helicopter are
retained. The constraints that require the integration
of the nonlinear equations of motion are not included.

Before focusing on this case, it may be interesting
to discuss some results of a preliminary study. In an
attempt to also obtain Level 1 handling qualities for
the Dutch roll, the optimization case I was run using
the distance of the Dutch roll pole from the Level 1
boundary as the objective function to be minimized.
It was hoped that the optimizer would reduce this
distance to the point of moving the Dutch roll pole
at least on the Level 1 boundary. The initial opti-
mization run for this modified case terminated after
making negligible progress. All the local convergence
tests were satisfied, but the “optimum” design was al-
most identical to the initial design. Figure 1 explains
the reason for this unsuccessful attempt.

The first step of the optimization consists of ob-
taining the gradient of the objective function, which
is then used as the first search direction to minimize
the objective function. The gradient is also used [18]
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to estimate the relative and absolute change in the de-
sign variables that will provide a desired reduction of
the objective function. These estimates are then used
to determine the initial move in the one-dimensional
search. With the standard values of the optimizer set-
tings and with the design variables considered in this
problem, the suggested absolute changes in the design
variables were very small. The optimizer seemed to
find a 1-D optimum very close to the initial design,
and a further exploration of that region seemed to
indicate that the objective function was nonsmooth
and nonconvex in that direction, with at least two
relative minima, as shown in the top plot of Fig. 1.

The quantity on the x-axis of both plots of Fig. 1
is the step size α in the descent direction. The val-
ues 0 ≤ α ≤ 3 shown on the top plot correspond
to extremely small design changes, of the order of
0.1% or less. When more realistic values of α, i.e.,
0 ≤ α ≤ 2000 were considered, the objective function
looked quite smooth and well-behaved, as shown in
the bottom plot of the figure. Simple adjustments of
the optimizer settings, such as increasing the step size
for finite difference gradient calculations from .01% to
1%, and increasing the maximum relative and abso-
lute changes in the design variables and in the objec-
tive functions in the first iteration from 0.1 to 0.2

Baseline Optimized Optimized
(Finite diff. (Analytical

Objective function gradients) gradients)
ζ 4.49% 8.53% 8.45%

Design Variables
X1 = ∆SH/SH 0 -0.0006 0.0005
X2 = ∆GJ/GJ 0 -0.5000 -0.5000
X3 = ∆xi/c (%) 0 -0.1495 -0.1759
X4 = ∆c/c0 0 -0.0501 -0.0394
X5 = Kθ (%/rad) 0 0.6464 1.0645
X6 = Kq (% sec/rad) 0 0.0000 2.4083
X7 = Kφ (%/rad) 0 1.2584 2.0751
X8 = Kp (% sec/rad) 0 0.0000 3.4191

Constraint values
g1(X) = Dpitch small amplitude -2.10 -0.57 -0.71
g2(X) = Droll small amplitude -0.98 -1.02 -1.03
g3(X) = Doscill 0.24 0.23 0.24
g4(X) = Minimum rotor damping 1.65 1.65 1.65

Table 2: Results for Optimization case I—Linearized system constraints only.

and 0.5 respectively, greatly improved the behavior
of the 1-D minimizations. Then, the Dutch roll pole
could be moved closer to (although still outside) the
Level 1 region. These preliminary results show the
need to examine critically the results of an optimiza-
tion, and confirm that a design optimization com-
puter program should never be used as a “black box”.

Table 2 shows the results of the optimization case
I. Two sets of results are presented, one for the case of
finite difference-based gradients, the other for semi-
analytical gradients. The damping ratio of the pro-
gressive lag is increased to about 8.5% for both cases.
This corresponds to an increase of about 90% from
its baseline value. The table shows that the two
procedures produce very similar results: the differ-
ences in optimum design variables are always less
than 1%. The discrepancies relative to the pitch and
roll rate feedback may appear large: the optimum
values for the optimization with finite difference gra-
dients are zero, whereas those for the optimization
with semi-analytical gradients are equal to about 2.4
and 3.4 respectively. However, it should be noted
that the range for the flight control system gains is
large, between 0 and 300, and therefore those differ-
ences are not significant. Also, the effects of such
small amounts of feedback are probably negligible:
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Kp = 3.4 means that the flight control system reacts
to a roll rate of 1 rad/sec (or about 57 deg/sec) with
a lateral input in the opposite direction of 3.4% of
the total stick excursion.

The optimum design is feasible. The handling qual-
ities remain Level 1 for pitch and roll bandwidth, de-
spite some deterioration in the pitch degree of free-
dom. The rotor also remains stable, although the
damping ratio of the least damped mode is a rela-
tively low 1.65%. This indicates that the objective
function should probably be reformulated to maxi-
mize the damping ratio of the least damped rotor
mode, regardless of type, or that the constraint on
rotor damping should be tightened, and require that
the damping of the least damped mode not decrease
during the optimization.

The parameter that most affects the objective func-
tion, i.e., the damping of the progressive lag mode is
the torsional stiffness GJ . In both cases, the side
constraint on the torsional stiffness is active, and GJ
is 50% of its initial value. All the other parameters
change very little, if at all, with respect to their initial
values.

The iteration history of the objective function

F (X) = − ζ

ζ0
is shown in Fig. 2. Four iterations

are needed to reach the optimum when the gradients
are calculated using finite different approximations,
vs. 6 when semi-analytical gradients are used. The
likely reason is that the semi-analytical gradients are
calculated for fixed trim and blade mode shapes, and
therefore are approximate. In turn, this influences
the accuracy of the search directions, and ultimately
the number of 1-D searches required.

Despite the higher number of 1-D minimizations,
the optimization with semi-analytical gradients is still
the less computationally intensive. In fact, it re-
quires 29 evaluations of the objective function and
constraints vs. 48 when finite-difference gradients are
used, for an improvement of about 40%. In the first
case, 6 of the 29 function evaluations include the cal-
culation of the gradients (which increases the compu-
tational cost by about 20-25%), with the remaining
23 needed for the 6 1-D minimizations. In the sec-
ond case, 36 of the 48 function evaluations are used to
compute baseline values and gradients for the 4 calcu-
lation of the search directions, with the remaining 12
needed for the 4 1-D minimizations. In other words,
the additional work required for the larger number
of 1-D minimizations is more than compensated by
the much faster gradient calculations. In general, the

efficiency will increase even more as the number of
design variables increases.

Figure 3 shows the iteration history of the 8 de-
sign variables (recall that the variables are normalized
such that they are equal to 0 at their lower bound and
to 1 at their upper bound. The key design change,
namely, the reduction of the torsion stiffness GJ oc-
curs during the first iteration of the optimization.
Much smaller changes occur in subsequent iterations.
Figure 4 shows the iteration history of the behavior
constraints gj(X), j = 1, . . . , 4. All the behavior con-
straints are satisfied in the initial design and remain
so as the optimization progresses. The representative
point on the pitch bandwidth chart moves noticeably
closer to the Level 1 boundary, but stays well inside
the Level 1 region.

Considering the overall results of this optimization,
it is clear that the flight control system design vari-
ables and the ADS-33 based constraints play a minor
role. The increase in damping of the least damped
mode (in the initial design), i.e., the progressive lag
mode is obtained through a reduction in torsional
stiffness. The governing physical mechanism is likely
an increase in lag aerodynamic damping due to the
increased torsional deformations, and consequent in-
crease in aerodynamic drag. In the absence of other
constraints such as vibratory loads or required power,
what prevents the torsion stiffness from decreasing
further is the corresponding side constraint, which is
the only constraint active at the optimum. In partic-
ular, the rotor stability constraints remain satisfied;
however, by simply requiring that the rotor be sta-
ble rather than enforcing a minimum damping level,
these constraints might be too forgiving. The in-
crease in progressive lag mode, even if perhaps op-
timistic given the previous considerations, is signif-
icant, as the damping ratio almost doubles. From
a computational standpoint, optimizing using semi-
analytical or finite difference based gradients pro-
duces very similar results, but the former approach is
substantially more efficient.

Optimization case II
For this case, both the behavior constraints ob-

tained from the linearized model of the helicopter,
and those that require the integration of the nonlin-
ear equations of motion are included. The gradients
of objective function and linearized model constraints
are calculated using a semi-analytical method, those
from the nonlinear model are calculated using finite
difference approximations.
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Baseline Optimized
Objective function
ζ 4.49% 6.34%

Design Variables
X1 = ∆SH/SH 0 0.0298
X2 = ∆GJ/GJ 0 -0.3687
X3 = ∆xi/c (%) 0 -0.1588
X4 = ∆c/c0 0 -0.0318
X5 = Kθ (%/rad) 0 0.0000
X6 = Kq (% sec/rad) 0 8.8317
X7 = Kφ (%/rad) 0 2.1155
X8 = Kp (% sec/rad) 0 3.7497

Constrained quantities
Dpitch small amplitude -2.10 -1.50
Droll small amplitude -0.98 -1.01
Doscill 0.24 0.23
Dpitch,m mod. amplitude -1.12 0.00
Droll,m mod. amplitude -3.75 -3.22
qpk/ppk roll maneuver 0.18 0.23
ppk/qpk pitch maneuver 0.24 0.30
∆θmin (deg) 23.33 20.48
∆φmin (deg) 39.11 36.40
∆Fhub pitch (lb) 1387 1164
∆Fhub roll (lb) 9879 9364

Table 3: Results for Optimization case II.

The results of the optimization are summarized in
Table 3. The damping ratio of the progressive lag
mode is increased to ζ = 6.34%, which corresponds
to an increase of about 41% from its baseline value.
The optimum design is feasible, and two constraints
are active at the optimum, namely the behavior con-
straint enforcing Level 1 handling qualities for the
pitch quickness criterion, and the side constraint en-
forcing a lower bound on the pitch rate feedback to
longitudinal cyclic. As in the optimization Case I, the
primary design change produced by the optimizer is
a reduction of the blade torsion stiffness. However,
in this case the reduction is of only 37%, and torsion
stiffness does not reach its lower bound as in Case
I, because the pitch quickness constraint becomes ac-
tive first. Compared with the Case I results, the flight
control system gains are slightly higher, the horizon-
tal tail is slightly larger, and there is a small rear-
ward shift of the cross-sectional blade CG location
but, overall, the design changes other than torsion
stiffness are quite small.

Figure 5 shows the locations of all the poles for the
baseline and the optimized configuration. For the
baseline configuration the fundamental torsion mode
has a frequency of about 3/rev, which decreases to
about 2.4/rev in the optimized configuration. As in
Case I, it is possible that with additional required
power or vibratory load constraints the torsion fre-
quency would not be allowed to decrease to such small
values.

The rigid body poles are shown again in Fig. 6,
this time with the handling qualities level boundaries
from the ADS-33F criteria. Recall that preliminary
optimizations had shown that it would not be possible
to move the Dutch roll poles to the left of the Level
1 boundary with just the design parameters used in
the study. Therefore, the constraint simply required
that the damping of the Dutch roll pole would not
decrease during the optimization. With this in mind,
all the constraints on the rigid body poles are clearly
satisfied.

Figures 7 and 8 show the representative points of
the baseline and optimum designs on the ADS-33
chart for bandwidth/phase delay for the pitch and
roll axes respectively. Figure 7 shows that the opti-
mum design is characterized by smaller values of pitch
bandwidth ωBW and phase delay τp than the base-
line. The pitch decreases from ωBW = 4.1 rad/sec
to ωBW = 3.5 rad/sec. The figure shows a small
negative value of phase delay for the optimum de-
sign. This result, which is not physically meaning-
ful because it would imply that the helicopter antici-
pates the pilot action, is an artifact of the procedure
to compute the phase delay. In fact, the frequency
response phase curve is strongly nonlinear between
the ω180 and 2ω180 frequencies because of the pres-
ence of a rotor mode. When this occurs, ADS-33
prescribes that the phase delay be computed from
a linear least squares fit of the phase curve between
those frequencies, rather than from the phase curve
itself. In the optimum design, the linear fit is such
that applying the ADS-33 prescribed procedure leads
to the slightly negative phase delay shown in Fig. 7.
This result means that the increase of the progressive
lag damping is obtained with a small deterioration of
the pitch handling qualities, which however remain
Level 1. Figure 8 shows the corresponding chart for
the roll axis. Here, the optimum design has roughly
the same delay and a slightly higher bandwidth, com-
pared with the baseline. In examining Figs. 7 and 8
it should be kept in mind that the simulation model
does not include any actuator or computation delays.
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As a consequence, the delay values in the figure are
optimistic, although not enough as to modify the con-
clusions of this study.

Figures 9 and 10 show the representative points
of the baseline and optimized designs on the ADS-
33 compliance charts for the quickness specifications.
Figure 9 refers to the pitch quickness. For the
baseline configuration, the attitude change ∆θmin is
about 23 degrees with the peak pitch rate to peak
pitch attitude ratio qpk/θpk of about 1.2/sec, which
place the configuration well within the Level 1 re-
gion. The optimum design is on the Level 1 boundary,
with a value of θmin of about 21 degrees. Therefore,
the pitch quickness constraint is active. Note that
the attitude change ∆θmin is not necessarily constant
during the optimization. Recall that the pilot input,
which is added to the trim values of the controls, is
held constant during the optimization. Furthermore,
the trim state is recalculated for each updated design.
The effects of the design changes and of the trim
update, combined with the fixed perturbation pilot
input, result in a total pilot input that usually pro-
duces different attitude changes as the optimization
progresses. A more rigorous approach would require
that the attitude change ∆θmin remain constant dur-
ing the optimization, and that the pilot input vary
accordingly. This constant ∆θmin approach is com-
putationally much more intensive because it requires
the use of inverse simulation techniques, and will be
left for future research. Finally it should be noted
that, although actuator displacement or rate satura-
tion are often the limiting factor in achieving Level 1
quickness handling qualities, neither was taken into
account in the present study. However, no saturation
was encountered in the cases of this study and, in any
case, saturation can easily be added to the optimiza-
tion in the form of inequality constraints on the time
histories of the pilot inputs. Figure 10 shows the
representative points of the baseline and optimized
designs on the ADS-33 compliance charts for the roll
quickness specification. Both designs have Level 1
handling qualities. The previous considerations on
the ∆θmin changes apply to the roll axis and ∆φmin.
Actuator saturation is again neglected, but never oc-
curred in this optimization.

Finally, Figures 11 and 12 show, respectively, the
time-histories of the hub load parameter Fhub dur-
ing the pitch and the roll maneuvers carried out to
verify compliance with the quickness specifications.
The quantity Fhub was defined in Eq. (17) as the
root mean square of the sum of the instantaneous

hub forces and moments (the latter multiplied by an
arbitrary constant to have forces and moments of the
same order of magnitude). In both cases, Fhub in-
creases during the maneuver, primarily because the
rotor needs to generate the pitch and roll moments
required to accomplish the attitude changes. There
is no requirement that the maneuver be carried out
at constant altitude, and therefore there is no need
to adjust rotor thrust accordingly. The hub load
constraints limit the value of the maximum varia-
tion of the hub loads ∆Fhub, compared with trim,
to a maximum of 125% of the baseline value ∆Fhub0 .
Figure 11 shows the time histories of ∆Fhub for the
pitch maneuver. The optimum design has a notice-
ably lower Fhub peak than the baseline design, and
slightly higher value in the later portions of the ma-
neuver. Recall that the primary difference between
the two designs is a lower value of the blade torsion
stiffness for the optimum design, and that the pitch
quickness constraint is active at the optimum. There-
fore, if the torsion stiffness cannot be lowered further
it is not because the loads during the pitch maneuver
become too high; a more likely reason is some intrin-
sic rotor limitation, such as the inability to generate
enough pitching moments, possibly due to stall. Fig-
ure 12 shows the time histories of ∆Fhub for the roll
maneuver. The baseline and the optimized config-
uration have approximately the same hub loads (as
collapsed in the Fhub parameter) throughout the ma-
neuver, with a small reduction for the optimized con-
figuration.

The results of this optimization clearly show that
there is a significant interaction between rotor dy-
namics and flight dynamics. In fact, the optimizer
increases the damping of the progressive lag mode pri-
marily by reducing the torsion stiffness of the blade,
but the improvements end up being limited by a flight
dynamics type constraint, namely the need to main-
tain Level 1 handling qualities for the pitch quickness
criterion of ADS-33.

From a computational viewpoint, the most de-
manding portion of the optimization was by far the
calculation of the time histories for the pitch and roll
quickness maneuver. Recall that all the gradients of
the constraints associated with this maneuver were
calculated using one-sided, forward finite difference
approximations. The six iterations required to per-
form the optimization required computer times of the
order of 100 hours on typical desktop computers, with
over 85% of the time required for the pitch and roll
maneuvers. Because the time histories needed for
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gradient calculations can be obtained independently
of one another, an order of magnitude reduction in
elapsed time can probably be achieved by exploit-
ing parallelism. A further reduction by a factor of
2-4 could also be achieved by using faster computing
hardware. Finally, further gains are possible by im-
proving the simulation code, which was not optimized
for execution time. On the other hand, the optimiza-
tion problem described in this section has a small
number of design variables and behavior constraints.
While this small size is sufficient to highlight basic
concepts, a realistic design application would require
many more design variables and constraints, and the
computational requirements would grow accordingly.
Therefore, both advances in computer hardware and
in optimization algorithms, including efficient sensi-
tivity analyses, will be required to make numerical
optimization a practical design tool.

Limitations of the present study
The key accomplishments of the present study

consist of: (i) providing clear quantitative evi-
dence that the aeromechanical design problem is
multidisciplinary, and (ii) describing a systematic,
optimization-based methodology to carry out this de-
sign, which is applicable to simulation models of real-
istic complexity, i.e., is not limited to simplified mod-
els. However, the study also has several important
limitations, that should be kept in mind when one
tries to extend and generalize its conclusions. Some
limitations have been already mentioned in previous
portions of this paper; additional ones are listed be-
low.

In the first place, although both design variables
and behavior constraints were representative of many
key areas of the aircraft design and aeromechanical
behavior, the number of each was small. For exam-
ple, only three rotor design variables were used, and
the flight control system was rudimentary, both in
structure and in the number of design variables.

Secondly, only one flight condition was taken into
account, i.e., the issue of the robustness of the final
design was not addressed. Previous studies [6, 7] have
shown that optimization-based procedures can pro-
duce designs that are excellent for the specific flight
condition for which the optimization has been carried
out, but that violate one or more constraints in other
flight conditions. Taking other flight conditions si-
multaneously into account reduces this problem, but
also reduces the achievable improvements.

Finally, although the baseline configuration used

in this study was realistic, it did not exhibit some
aeromechanic problems that could generate trade-offs
between rotor dynamics and flight dynamics. For ex-
ample, the bare airframe configuration already had
Level 1 handling qualities with respect to the band-
width/phase delay ADS-33 criteria. Therefore, it was
not necessary to increase the gains of the flight con-
trol system (within the simple architecture used in
this study) which, in turn, could have destabilized
one or more of the rotor modes.

Summary and Conclusions

This paper presented a multidisciplinary design op-
timization study, in which both rotor dynamics and
flight dynamics were simultaneously taken into ac-
count. The objective was to maximize the damping
ratio of the least damped rotor mode in the base-
line configuration, namely the lag progressive mode.
The eight design variables comprised rotor, airframe,
and flight control system parameters. The behavior
constraints included rotor stability, rotor loads, and
several ADS-33 based handling qualities constraints.
The 53-state simulation model included flexible blade
dynamics, and a detailed representation of fuselage
and empennage. The baseline design was a hingeless
rotor helicopter similar to the BO-105. Two design
optimization cases were considered. The first, Case
I, with only constraints computed from the linearized
model of the helicopter; in this case the optimization
was repeated twice, once with gradients of objective
function and behavior constraints obtained using fi-
nite difference approximations, and once with gra-
dients obtained with a more efficient efficient semi-
analytical technique. The second case, Case II, also
included constraints that required the integration of
the nonlinear equations of motion, with the gradi-
ents of these constraints computed using finite dif-
ference approximations. Several simplifications were
made in the optimization process, and were discussed
in the paper: these simplification should be carefully
reviewed to determine the applicability of the conclu-
sions that follow to other helicopter design problems.

The main conclusions of the present study are:

1. For the baseline configuration of this study, and
in both cases, the optimization procedure man-
aged to increase the progressive lag mode damp-
ing by up to 90%. The final design satisfied all
constraints. In both cases this was achieved pri-
marily by reducing the torsion stiffness of the
blade.
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2. The aeromechanic design problem is a multidis-
ciplinary problem. This is especially evident in
the Case II optimization, where the constraint
active at the optimum (and therefore the limit
to further improvements in lag damping), was
the Level 1 handling qualities requirement in the
pitch axis. Optimization-based design provides
a framework to manage multidisciplinary prob-
lems in a systematic and efficient way.

3. Using the approximate, but very efficient semi-
analytical gradients of the constraints computed
from the linearized model yields the same results
as with finite difference gradients. More iter-
ations of the optimization process are needed,
but this is more than compensated by the much
faster gradient calculations. The computational
advantage will increase with problem size.

4. From a computational viewpoint, the calcula-
tion of constraints that require the time histo-
ries of the response to pilot inputs is by far
the most time consuming portion of the opti-
mization. Therefore, both advances in computer
hardware and in optimization algorithms, in-
cluding efficient sensitivity analyses, will be re-
quired to make numerical optimization a practi-
cal design tool.
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(Detail of the region close to the origin)

Figure 1: Objective function value along the search
direction of the first step of the optimization.

Figure 2: Iteration history of the objective function;
Optimization case I.
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Figure 3: Iteration history of design variables; Opti-
mization case I.

Figure 4: Iteration history of behavior constraints
with finite difference and semi-analytical gradients;
Optimization case I.

Figure 5: Rotor poles for baseline and optimized con-
figuration.

Figure 6: Rigid body poles for baseline and optimized
configuration.

Figure 7: ADS-33 small amplitude attitude changes
(pitch); baseline and optimized configurations (sec-
tion 3.3.2.1, [8]).

Figure 8: ADS-33 small amplitude attitude changes
(roll); baseline and optimized configurations (section
3.3.2.1, [8]).
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Figure 9: ADS-33 moderate amplitude attitude
changes (pitch); baseline and optimized configura-
tions (section 3.3.3, [8]).

Figure 10: ADS-33 moderate amplitude attitude
changes (roll); baseline and optimized configurations
(section 3.3.3, [8]).

Figure 11: Hub loads function Fhub for the pitch
quickness maneuver; baseline and optimized config-
urations

Figure 12: Hub loads function Fhub for the roll quick-
ness maneuver; baseline and optimized configurations
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