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Abstract
Particle tracking techniques are presented for simulating the development of clouds containing super-

cooled water droplets entrained in complex flow systems such as those produced by rotorcraft. The physics

of this problem and the associated condition is known as in-flight icing, where extreme ice structures can

possibly form, causing severe performance degradation and a reduction in handling qualities. Resolving

rotorcraft flow fields frequently entails the use of multi-zone and deforming grid systems to allow inde-

pendently moving components. The approach advocated here allows particle tracking through mesh with

arbitrary motion which includes deformation and particle tracking through non-conformal interfaces which

are present in multi-zone problems. These techniques are first described and verified for two-dimensional

problems before the results of three-dimensional practical engineering applications are shown.

1. INTRODUCTION
Extensive studies to closely understand the phe-

nomena of in-flight icing on aircraft have been in

place for the past 40 years now
1
, however, due to

the high level of uncertainty and unpredictable na-

ture of in-flight icing, the accuracy of current simula-

tion capabilities is still far from being satisfactory
2
.

Rotorcraft configurations represent some of the

most challenging case studies due to their multiple

moving parts and complex aerodynamic flowfields.

In conjunction, typical operational flight paths of ro-

torcraft mean that avoiding known icing conditions

is sometimes unfeasible. In this paper, computa-

tional modelling of in-flight icing requires first solv-

ing complex aerodynamic flowfields, then tracking

super-cooled water droplets to determine their im-

pingement locations, and ultimately computing the

final ice shapes.
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The numerical discretization of highly complex

geometries such as rotorcraft often requires the

generation of unstructured multi-zone or struc-

tured multi-block grids to ensure a high-quality

computational domain. This allows the grid to be

split into subregions so moving parts such as heli-

copter rotor blades can move or deform in relative

motion to the fuselage. However, this subsequently

results in subregions with non-matching interface

boundaries where suitable treatment of the artifi-

cially introduced boundaries is pivotal.

One of the most widely used schemes for ro-

torcraft applications is the Chimera interpolation

technique on overlapping grids. In its original for-

mulation, the Chimera scheme is considered non-

conservative
3
as it suffers from inaccuracy across

interfaces during discontinuities such as shocks

waves
4
. To account for this efforts have been made

to subsequently improve the Chimera scheme over

interface discontinuities
5
. With this recent develop-

ment on the conservation property of Chimera it

can now be considered a conservative scheme by

replacing the overlapped zones with patched zones.

Different implementations of the Chimera scheme

can be found in many rotorcraft CFD codes such

as the HMB solver from the University of Glas-

gow
6
, the ROSITA solver from Politecnico di Mi-

lano
7
, FLOWer from DLR

8
, and TURNS from NASA

Ames research center
9
as well as many more. Most

of the codes are largely based on structured grid

topologies.
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While Chimera schemes are quite common in ro-

torcraft codes the contrary is true for schemes such

as the sliding mesh technique
10
. A method imple-

mented by Rinaldi et al.
11
presented a scheme for

flux-conservation treatment of non-conformal in-

terfaces using the concept of a supermesh which

acts as a supplementary interface grid that en-

ables sliding mesh connectivity between mesh in-

terfaces. This sliding mesh technique using the su-

permesh concept has been implemented into the

SU2 solver
12
which is an open-source suite for

multi-physics simulation and design based on un-

structured meshes. Different sliding mesh tech-

niques have also been implemented in other ro-

tocraft codes such as e.g. HMB
13
and a code from

the Korea Advanced Institute of Science and Tech-

nology by Nam et al.
14
.

The next crucial problem for in-flight icing sim-

ulations is the computation of the trajectories of

the supercooled water droplets within the compu-

tational domain. Two possible frameworks can be

adopted: the Eulerian frame of reference and the

Lagrangian frame of reference. In the Eulerian ap-

proach, the particle phase is considered as a con-

tinua whose dynamics is described by a system se-

ries of partial differential equations. An advantage

of this is that it allows the use of standard numerical

tools already available for aerodynamics. In the La-

grangian approach, the particle phase is described

using a discrete particle method and the balance of

forces acting on each discrete particle is resolved.

The Lagrangian approach is thus advantageous as

it better resembles the particle physics. However,

it soon becomes computationally expensive when

modelling a large quantity of particles. Within this

work, the Lagrangian method is used to deliver the

following system of ordinary differential equations,

(1) 
dup
dt

=
3

4

µfRepCD
ρpd2p

(uf − up) + g

(
1−

ρf
ρp

)
dxp
dt

= up

where the subscripts p and f are representative of
the particle and fluid. Only aerodynamic drag, grav-

ity and particle inertia are considered. Whilst Rep is
the particle Reynolds number which describes the

relative flow around the particle. The drag force act-

ing on any given particle can then be computed us-

ing equation (2).

In order to solve the above equations the position

of the particle relative to the mesh is needed. In the

case of regular structured grids, the problem can

be solved relatively easily, however, for applications

where unstructured grids are required the design of

efficient point-locating algorithms becomes a chal-

lenging task
15
. Many papers addressed in the liter-

ature have discussed this matter
16,17,18

. However,

to the authors knowledge what is lacking in all of

these algorithms are methods for the treatment of

non-conformal boundary interfaces such as those

present in sliding mesh and Chimera techniques, as

well as, methods to account for deforming mesh.

For complex rotorcraft configurations, commonly

with multiple non-conformal interface boundaries

and deforming mesh, Lagrangian particle tracking

soon becomes problematic. With no interface treat-

ment particles are unable to move across boundary

interfaces from one zone to another, and, with no

deforming mesh consideration, particles are easily

lost.

Once the a priori stages are complete, icing com-

putations can then finally take place, where, various

different models can be used to compute the ice

thickness. Two of the most commonly used ice ac-

cretion models are the Messinger and Myers mod-

els and are in icing codes such as LEWICE, ONICE3D,

FENSAP-ICE and PoliMIce
19,20,21,22

. Although fixed-

wing aircraft icing codes are in the mature stages of

development, rotorcraft icing codes remain in the

early stages of development and it is only recently

that fully three-dimensional rotorcraft icing simula-

tions have been conducted
23,24

. This is largely down

to the complexity of the icing simulation methods

and it is for this reason why further studies are

required for more reliable icing simulations. More-

over, all of the latest rotorcraft icing simulations

are based on Eulerian particle tracking methods

and have yet to test the results against Lagrangian

based particle tracking methods.

The purpose of this paper is to present new La-

grangian based particle tracking methods for 1) Ar-

bitrary grid motion, such as, through deforming or

rigidly moving grids; and 2) Non-conformal inter-

faces, such as, multi-zone slidingmesh. Themethod

to account for the arbitrary mesh motion will first

be discussed in Section 2. The method to account

for the non-conformal interfaces will then be dis-

cussed in Section 3. In Section 4 three-dimensional

tests will then be introduced representative of more

realistic engineering problems. These test cases will

include; a wing during pitching motion, an isolated

rotor in hover, and a tilt-rotor configuration in aero-

plane mode.

In this work the flow field will be computed us-

ing the SU2 solver
12
. The particle tracking will then

be performed using an in-house particle tracking

code
25
.
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(2) CD =


24

Rep
+ 2.6

Rep
5

1 +
(
Rep
5

)1.52 + 0.411

(
Rep
263000

)−7.94
1 +

(
Rep
263000

)−8 + 0.25

Rep
106

1 +
Rep
106

Rep ≤ 106

0.19−
8 · 104

Rep
+ δ Rep > 106

2. ARBITRARY MESH MOTION
In rotorcraft applications, it is frequently a require-

ment that grids are able to independently move and

deform to account for the movement of the rotat-

ing blades and flexible structures. The main rotor

of a conventional helicopter, for instance, moves in

relative motion to the fuselage, whilst in forward

flight, the blades are also flapping and pitching to

eliminate rolling moments and generate lift. The

SU2 solver allows for rigid grid rotations as well

as surface and volumetric mesh deformation which

makes simulating challenging geometries possible.

In our in-house Lagrangian particle tracking soft-

ware for an unsteady flow field in a stationarymesh,

the particles equations of motion are integrated be-

tween two flow solution time-steps and tracked us-

ing the known-vicinity algorithm described in Bel-

losta
25
. The solution remains constant until the par-

ticle time reaches the next flow time-step. Within

this work, we extend this procedure to unsteady

moving mesh problems, which requires the mesh

to be updated with the solution. After the update,

the particles must be assigned to new elements as

the cell containing them before the mesh update

may differ. Moreover, during the mesh displace-

ment, some particles may finish outside the com-

putational domain or intersect a boundary more

than once and finish back inside the domain. Each

of these issues does not allow for the accurate com-

putation of the particle impingement on the bound-

ary, which is crucial for accurately modelling ice ac-

cretion.

In order to avoid the aforementioned issues, we

account for the mesh displacement as we track the

particles. This is computed through combining the

particle displacement and the grid displacement to

give the displacement of the particle relative to the

grid as shown in Fig. 1. This particles relative mo-

tion, xrelative can be expressed as,

(3) xrelative = xp − xgrid

The new relative particle position can then be ob-

tained using a forward Euler scheme as,

(4)

{
un+1p = unp + f (unp, x

n
p)∆t

xn+1p = xnp + un+1p ∆t − ugrid∆t︸ ︷︷ ︸
grid motion

where the function f is the right hand side of the
velocity equation reported in equation 1 and ugrid
is the grid velocity at the particle position. Using this

approach arbitrary mesh motion can be accounted,

while the only information needed is the grid veloc-

ity in equation (4).

Particle DIsplacement

Grid Displacement

Particle Displacement
Relative to Grid

Old Grid

New Grid

Figure 1: Schematic showing the particles relative

displacement within a 2-dimensional triangle.

When the next flow time step is reached the new

mesh and solution can be loaded and the new grid

velocity obtained. Since the particles were tracked

within a relative frame of reference they already

occupy the correct relative position and hence cell

within the new mesh. Accordingly, the particle posi-

tion is then updated in order to conserve its relative

position within the same cell in the new mesh. This

is done through inverting the shape functions of the

elements of the old mesh to evaluate the positions

in the new mesh as described below,

(5) ξ = I−1o (xo) → xn = In(ξ)

where the subscripts o and n refer to the old and
new mesh respectively and I is the function that
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maps the local element coordinate ξ to the global
position x. The overall process described can be
summarized in Fig. 2.

Deforming and rigid grid movement types are

compared in Fig. 3 and show the differences in the

mesh which are required to achieve identical mo-

tion of a pitching airfoil. A two-dimensional verifi-

cation simulation confirming the particle trajecto-

ries accounting for the deforming grid movement is

shown in Fig. 4. It compares the particle trajectories

in a deforming mesh against a mesh with known

rigid motion. It shows that the two results are close

enough so that only the top layer of particles are

visible which are contained within the deforming

mesh.

3. NON-CONFORMAL INTERFACES
The support of the supermesh feature within SU2

allows multiple independently moving grids to slide

within one another whilst maintaining connectiv-

ity between them. Each zone is considered as a

separate entity within SU2 where the flow field is

subsequently solved and associated with the corre-

sponding zones solution. Different techniques can

be used for the interpolation between zone inter-

faces such as the nearest-neighbour and weight-

average approaches. One requirement of the super-

mesh implementation within SU2 is that there must

not be any continuous voids between grids and the

interfaces must be complementary.

Once the solution of the flow field is computed

the multi-zone particle tracking can start. The pro-

cess used to implement the multi-zone particle

tracking based on the sliding mesh scheme is out-

lined in Fig. 5 and will now be discussed. First,

each zone’s mesh and its corresponding solution

is loaded. A cloud is then defined for each of the

zones. Within each zone’s domain, a cloud of su-

percooled water droplets is initialized and the fluid

data from the zone’s solution are applied to the par-

ticles. The cloud is then updated as the particles are

tracked using a forward Euler time integration algo-

rithm until the final simulation time is reached. To

ensure a particle travelling along a trajectory cross-

ing a boundary interface can communicate from

one zone to another and does not simply stop at

the intersection, the following method is proposed.

With the known-vicinity algorithm mentioned

above the boundaries can easily be identified dur-

ing intersections. The final position, xp of a particle
can then be described dependent upon its trajec-

tory and intersections,

(6) xp =


xintersection boundary intersection
xdestination interface intersection
xdestination no intersection

When a particle impinges on an interface bound-

ary a transfer routine is called to pass the parti-

cle onto the neighbouring zone. Inside the interface

routine, the particle being transferred over the in-

terface from the donor cloud to the target cloud

is assigned within the new target mesh. The donor

cloud then consequently loses a particle and the

target cloud gains a particle.

The particle is then located in the target mesh

where either a brute force or nearest neighbour al-

gorithm is used to find the cell with the closest cen-

troid to speed up the search. Once the cell con-

taining the particle is found, the fluid properties

are then assigned to the particle using an inverse

distance weighted interpolation. The particle then

continues to be tracked in the target mesh for the

following time-steps until the simulation time ei-

ther finishes or another boundary interface inter-

section occurs in which case the particle is trans-

ferred across the next interface into the next target

zone.

If however, during the particle transfer from the

donor to the target mesh, the particle end position

is in a void as it has left the donor mesh but not

entered the target mesh due to the non-conformal

boundary interfaces not overlapping, an additional

check is required. In this case, the particle main-

tains the previous time-steps fluid properties and

a semi-adaptive integration time-step is used to en-

sure that during the following time-step it enters the

target mesh. The particle can then inherit the fluid

properties of the target mesh cell-Id and again con-

tinue to be tracked in the target mesh. The donor or

target host, of any particle,P , can thus be described
by the following conditions,

(7) P =


Pdonor boundary intersection
Ptarget interface intersection
Pdonor in a void

This process can be shown in the schematic from

Fig. 6 where it shows the effect of tracking a par-

ticle across multiple zones. For clarity, the station-

ary donor outer mesh is shown in blue whilst the

moving target inner mesh is shown in red. To dis-

tinguish which zone each particle is in the particles

within the stationary donor outer zone are shown in

pink whilst the particles within the inner target mov-

ing zone are shown in green. The schematic shows
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Start Particle Tracking

CFD Time ++

Update Mesh

Particle Tracking Finished

Update Mesh

Update Particle Positions

Update Geometry

Update Solution

Track Cloud 
Particle Tracking 

Time ++

Load New Nodes

Figure 2: Flowchart displaying the process for particle tracking simulations in moving mesh.

Figure 3: Different kinds of grid movement used to apply motion to an arbitrary object.

Figure 4: Particle tracking simulation comparing the kind of grid movement. On the left, the particle front

is shown at different time steps. On the right, a single time snapshot is shown close to the airfoil.
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Start Particle Tracking

Zone 2 Zone NZone 1

Zone Interface

CFD Time ++

Update Mesh 

Particle Tracking Finished

Zone Interface

Interface 1

Cloud

Donor & Target

Mesh

Donor & Target

Interface 2

Cloud

Donor & Target

Mesh

Donor & Target

Interface N

Cloud

Donor & Target

Mesh

Donor & Target
Particle Tracking

Time ++

Track CloudTrack CloudTrack Cloud

Figure 5: Flowchart displaying the process for a multi-zone particle tracking simulation. Including the im-

plementation of the boundary interface cloud transfer from donor to target meshes.

Figure 6: Schematic showing particle tracking across a boundary interface with and without zone interface

treatment.

Figure 7: Results of a 2-dimensional pitching airfoil particle tracking simulation showing the multi-zone

implementation and passing of particles between donor and target zones. On the left, the particle front is

shown at different time steps. On the right, a single snapshot is shown close to the interface.
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that when accounting for the zone interface a parti-

cle can arrive at its final destination whereas when

a particle is tracked without accounting for the zone

interface remains bound to the edge of the zone in-

terface as if the zone interface represents a bound-

ary wall.

A two-dimensional verification simulation ensur-

ing the conservation of the particle trajectories from

one zone to another is shown in Fig. 7. It shows the

particles being successfully transferred between

donor and target zones and highlights the partition

of the cloud at the interface where the twomesh are

non-conformal. It features particles in voids which

maintain the donor cloud properties without being

lost.

4. RESULTS
The compressible Euler equations within SU2 are

used to resolve the flow for the verification of

the proposed particle tracking methods in arbitrary

mesh motion and across non-conformal interfaces.

Differently from the CFD model which does not ac-

count for viscosity, the particle equation of motion

accounts for viscous effects. In this work, the viscos-

ity is computed locally based on the temperature

field available from the CFD solution using Suther-

land’s law
26
. Three exemplary test cases provide nu-

merical verification. A single-zone grid undergoing

mesh deformation is consider in Section 4.1, while,

two- and three-zone grids of varying complexity ex-

periencing rotation are considered in Section 4.2

and 4.3. All tests are conducted under unsteady

conditions in subsonic flow regimes. In each of the

test cases, particulates are initialized upstream in

the far-field and traced while entrained in the flow.

4.1. Pitching Wing
The first set of computations are performed on a

straight untwisted NACA 0012 wing configuration.

The wing has a nominal aspect ratio of, AR = 4 and
has sharp rectangular edges at the wing tips. A low

free-stream Mach number of, M∞ = 0.3 is spec-
ified. The wing is pitching about its quarter-chord

axis where the following conditions describe its mo-

tion; the mean angle of attack is α0 = 8◦, and it
experiences 5◦ of oscillation so that the minimum
angle of incidence is αmin = 3◦ and its maximum
angle of incidence is α = 13◦. The simulation lasts
for six full periods of oscillations.

A fully unstructuredmesh is used containing a to-

tal of 1 506 549 elements and 269 383 nodes. Along
each section of the wing surface in the chord-wise

direction 300 nodes congregate towards the leading
and trailing edge. There are a total of 43 090 quad

elements on the wing and far-field surface mean-

ing there are 43 090 associated pyramid elements in
the volumemesh. These pyramid elements are then

connected to the remaining tetrahedral volume ele-

ments. The far-field is placed 8 chord lengths from
the tips of the wing and 10 chord lengths from the
leading and trailing edges. The coordinate system

is defined so that the free-stream velocity is in the

positive x -direction and the pitchingmotion is along
the y -axis whilst z is positive in the upward direc-
tion. The single-zone mesh described is shown in

Fig. 8.

The SU2 software suite
12
is able to solve implic-

itly unsteady problems using a dual-time stepping

strategy, leading to second-order accuracy in time.

While a Monotonic Upwind Scheme for Conserva-

tion Laws coupled with the Venkatakrishnan lim-

iter is used in the flow equations for second or-

der accuracy. The computation prescribes a non-

dimensional time-step ∆tU∞/c = 0.12 to pro-
vide sufficient temporal resolution. This value of ∆t
corresponds to 100 time-steps per pitching cycle

which means 600 flow fields in total are saved for

the unsteady particle tracking computations. To ac-

count for the motion of the pitching wing the vol-

umemesh is deforming at each unsteady time-step.

The technique for the volume mesh deformation

is based on the linear elasticity analogy. The ele-

ment stiffness imposed for the mesh deformation

is based on the inverse volume so that themesh de-

formation mainly occurs in the far-field away from

the wing surface. During each deformation, there

are 500 internal smoothing iterations and 3 non-
linear deformation iterations to maintain the de-

formed grid quality. The resultant flow field of the

pitching wing is shown in Fig. 9 where it clearly

shows the three-dimensional effects caused by the

wing tips as strong vortical structures are present.

It also shows that at the center of the wing the

flow can also be classified almost entirely as two-

dimensional.

Using the method described during Section 2 to

account for arbitrary mesh motion the unsteady

particle tracking of a wing during pitching mo-

tion supported via mesh deformation is shown in

Fig. 10. The particle tracking simulation uses 50 000
uniformly distributed supercooled water droplets

which are positioned as two cloud fronts upstream

in the farfield. The particles have a mean volume

diameter of 20 µm and a constant liquid water den-
sity of 1 000 kg/m3. The particles are tracked with
an integration time-step of 10−5 s for a simulation
time of 0.2 s whilst the mesh is updated 100 times
per oscillation. It shows that during the pitching cy-

cle at different time instances the quantity of par-

ticles impacted is highly influenced by the angle of
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attack. At instances of higher angles of attack, the

aerodynamic forces are not great enough to exceed

the inertial forces of the particles and so more par-

ticles impact on the wing. At high angles of attack,

there is also slight flow separation causing a small

omega-type vortex, which was first described exper-

imentally by Lorber et al.
27
and can be visualized in

the trajectories of the particles. The tip vortices are

also clearly visible in the particle trajectories as the

particles roll up and disperse from the core of the

vortex.

4.2. Rotor in Hover
The Caradonna and Tung rotor

28
is used for the

assessment of the non-conformal interface particle

treatment. It is a two-bladed untwisted rotor with

a NACA 0012 profile. The experimental rotor has a

1.143meter radius an aspect ratio of, AR = 6. The
test conditions used are based on Table 18 from

the experiment which consists of a rotor with a col-

lective pitch of Θc = 8◦, a rotational velocity of
Ω = 1 500 rpm, and consequently a tip Mach num-
ber of Mtip = 0.526. These test conditions were
chosen so that the rotor induced velocity would vis-

ibly affect the particle trajectories.

A fully unstructuredmulti-zonemesh is used con-

taining two-zones. The first zone is the stationary

background mesh comprising of 237 015 elements
and 41 850 nodes. The external interface – the lo-

cation at which properties of flow are exchanged

between zones – is positioned 0.43 radii from the
tips of the rotor blades and has 8 668 elements. The
far-field is positioned just over 6 radii from the ro-
tor blade tips. The second zone is the moving inner

mesh with the embedded rotor blades and com-

prises of 1 598 613 elements and 283 434 nodes.
The internal interface is positioned complementary

to the external interface and likewise has 8 668 el-
ements on the surface. Each of the rotor blades

then has 23 024 elements on the surface. The fluid
region in both zones contains mainly tetrahedral

volume elements with pyramid elements connect-

ing the quadrilateral surface elements to the tetra-

hedral elements. The total number of elements

and nodes in the multi-zone grid is thus 1 835 628
and 325 284 respectively. The multi-zone mesh de-
scribed is shown in Fig. 11.

The supermesh method described by Rinaldi
11

is used to account for the conservation of fluid

properties between the non-conformal boundary

interfaces which are present in multi-zone prob-

lems. A weight average interpolation between the

concentric mesh is used. The resultant flow field

of the rotor blades is shown in Fig. 12. Here the

z -component of the velocity represents the ro-

tors induced velocity and the connectivity between

the zones solutions is apparent. The results from

Fig. 12a display the velocity field in a diametric plane

near and below the rotor operating in hover and

shows the fluid velocity increases as it passes into

and through the rotor disk plane. As the velocity

is greatest at the rotor tips, the strength of the

downward velocity is greatest. Due to there being

no rotor hub modelled, there is an upward velocity

present at the root cutout. Fig. 12b shows the disk

plane of the rotor and shows how the flow field is

azimuthally axisymmetric.

Using the method outlined in Section 3 for the

treatment of non-conformal interfaces the results

of particle tracking through the flow field of a ro-

tor in hover via sliding mesh are shown in Fig. 13.

The particle tracking simulation initializes a singu-

lar uniformly distributed cloud just above the ro-

tor disk and interface which contains 40 000 super-
cooled water droplets. The duration of the particle

tracking simulation is long enough for 10 full revolu-
tions of themain rotor. It shows that the induced ve-

locity produced from the rotor is significant enough

to entrain the particles into and through the rotor

disk plane. The particles then trail behind and below

each blade and are convected through the wake.

The particles remain within the wake boundary

which separates the quiescent flow from the rotor

wake. As the trajectories of the particles progress

there is a contraction which represents an increase

in the particle velocity. As the particles then move

further into the free-stream the contrary occurs as

the flow begins to numerically dissipate where the

grid coarsens. Also as the downwash through the

rotor ages, the particles begin to suppress as the

induced velocity decreases. Finally, it is possible to

visualize the blade passage frequency in the pertur-

bations of the particles as they convect downwards.

4.3. Full Tilt-Rotor Configuration
The purpose of this test case is to show the effec-

tiveness of the particle tracking in sliding mesh on

a problem of engineering interest and so the Tilt-

rotor by Leonardo Helicopters in forward flight was

chosen due to it being designed for flight in known

icing conditions. Due to much of the data for this

aircraft not being in the public domain, the major-

ity of the geometry has been approximated. The

tilt-rotorsmain characteristics taken fromMalpica
29

can be summarized. Each rotor has 3 blades which
have a nominal rotor speed of 569 rpm. The ro-
tor radius is 3.96 m resulting in a tip speed of

Mach 0.695. The blades are non-linearly taped and
twisted. The blade twist from root to tip is 47.5 deg
and the rotor solidity is 0.09. The rotor airfoil ge-
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ometry is based on the Narramore airfoil design
30
.

The fuselage geometry is taken from GrabCAD
31

and simplified to allow for unstructured mesh gen-

eration. The period of time for this simulation is 6
full blade rotations, where one set of blades rotates

in the clockwise direction and the other the anti-

clockwise direction to eliminate the moments pro-

duced from each of the rotors. That said, the incen-

tive here is to demonstrate highly complex and chal-

lenging particle tracking methods and not for the

verification of in-flight icing trails.

A fully unstructuredmulti-zonemesh is used con-

taining three-zones. The first zone is the station-

ary background mesh comprising of 6 410 004 ele-
ments and 1 110 729 nodes. The fuselage contains
427 329 elements. The clockwise and anticlockwise
external interface cutouts contains 32 012 elements
and the far-field contains 14 340 elements. The sec-
ond zone is the clockwise set of rotor blades com-

prising of 5 504 883 elements and 980 020 nodes.
The rotor blades, nacelle and internal interface con-

tain 104 782, 13 586, and 14 054 elements respec-
tively. The third zone is the anticlockwise set of rotor

blades and is identical to the clockwise mesh except

for the direction of which the blades rotate. The to-

tal size of the three-zone mesh is 17 419 770 ele-
ments and 3 070 769 nodes. The multi-zone mesh
described is shown in Fig. 14.

Once again the supermesh technique is used to

account for the non-conformal interfaces due to the

multiple zones in the flow field. The resultant flow

field computations of the tilt-rotor configuration in

aeroplane mode are shown in Fig. 15. The velocity

magnitude is shown here to display the combined

contributions of the two rotors and the fuselage on

the flow field. It portrays how the rotor wake directly

influences and disturbs the flow over the wing and

nacelle. The rotor blades highly twisted geometric

nature allows them to efficiently operate in both

hover and forward flight, however, the flow physics

associated with them is very complex. It appears

due to the highly twisted root and slightly negatively

twisted tip that the largest forward propelling force

is produced around 70% along the radius of the

blades.

Using the method discussed within Section 3

for the treatment of non-conformal interfaces the

results of the particle tracking through the flow

field of the tilt-rotor in aeroplane mode are shown

in Fig. 16. The particle tracking simulation initial-

izes 40 000 uniformly distributed supercooled wa-
ter droplet particles upstream of the aircraft. The

particle tracking simulation lasts for 6 full revolu-
tions of the rotor blades to ensure the particles are

entrained past the aircraft. It shows that the defor-

mation of the particle trajectories is quite large. As

the particles transfer from the outer stationary zone

into the moving internal zones they interact with

the rotor blades due to their relative motion being

significantly greater. These particles then enter the

wake of the rotor blades which increases the veloc-

ity and causes the particles to be ahead of the main

front of particles. The particles trajectories which

are influenced by the fuselage, wing, nacelle, and

tail of the aircraft however slow and appear slight

aft of the main front of particles. The location with

the highest collection efficiency, by a large margin,

is the rotor blades which for flight in icing conditions

is concerning.

5. CONCLUSION
Two new Lagrangian particle tracking techniques

to account for arbitrary mesh motion and non-

conformal interfaces are introduced. The sim-

ulation of clouds containing supercooled water

droplets on complex problems of engineering in-

terest are shown. The first test case presented ex-

hibits particles moving throughout continuously de-

forming mesh without being lost or misplaced. The

second and third test cases feature particles mov-

ing across non-conformal interfaces in slidingmesh.

Most computational rotorcraft icing codes use the

Eulerian frame of reference for particle tracking,

whereas, the most obvious description of the dy-

namics of individual particles is in a Lagrangian

frame of reference. An important feature of the La-

grangian framework is that it allows for a better de-

scription of the underlying physics of supercooled

large water droplets (SLD). An example of this is at

high velocities close to the rotor blade tips where

particles impact causing splashing. Another exam-

ple is at high Weber numbers when SLD go through

instabilities and break up into smaller droplets.
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Figure 8: Single-zone mesh containing a wing undergoing pitching motion via mesh deformation.

(a) View from above (b) Isometric view

Figure 9: Flow field of a wing during pitching motion displaying streamlines at the wing tips and center of

the wing. Exhibiting how complex tip vortices roll up in opposite directions.

(a) View from above (b) Isometric view

Figure 10: Visualization of particle trajectories over a pitching wing in a deforming mesh. Displaying differ-

ent time instances at which the particles pass over the wing. The initial front is a planar rectangle.
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Figure 11: Multi-zone mesh containing a rotor in hover via sliding mesh.

(a) Diametric plane (b) Disk plane

Figure 12: Results of the flow field of a rotor in hover. Displaying the connectivity present between the

multi-zone solutions.

(a) Initialization of particles above the rotor (b) End position of particles

Figure 13: Results of the particle tracking of a rotor in hover. Displaying the connectivity between zones

where the particles in the outer zone are and inner zone are represented by blue and green respectively.
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Zone 1 - Fuselage

Zone 2 - 

Anticlockwise Rotation

Zone 3 - 

Clockwise Rotation

Multizone Mesh

Figure 14: Multi-zone mesh containing a tilt-rotor configuration in forward flight via sliding mesh.

(a) Cross section through the disk plane (b) Cross section through the rotor, wing and nacelle

Figure 15: Results of the flow field of a tilt-rotor configuration in aeroplane mode. Displaying the connec-

tivity between the rotating zones and stationary zone.

(a) View from above (b) Isometric view

Figure 16: Results of the particle tracking over a tilt-rotor in aeroplane mode. Displaying the connectiv-

ity between zones where the particles in the 1, 2 and 3 zones are represented by blue, green and pink

respectively.
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