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ABSTRACT

Most applicetions of system identification techniques to helicopters
bhave involved tiwme-domain methods using reduced—order mathematical models
representing six-degree-of-freedom rigid-body motion. Freguency—domain
techniques provide arp inieresting alternative approach in which data which
lies outside the freguency range of interest may be disregarded. This not
only provides a basis for establishing reduced order mndels which are valid
over o defined rarge of frequencies but also results in & significant data
reduction in comparieon with time—domain methods. This paper presents a
systematic mpproach to frequency-domain identification using both eguation-
error pnd output-error technigues. Results are presented from flight data
from the Puma belicopter to illustrate the application of the frequency-
domain approach to the estimation of parameters of the pitching moment and
normal force equations. These results are assesged both on a statistical
basis mnd through comparisons with theoretical wvalues.

Nonenclature

A,B,H state matrix, control dispersion matrix, measurement
transition metrix

b vector of biases ip measurements

B : columms of matrix B in singular wvalue
decomposition

B matrix with orthogonal columns in singular value
decomposition

i function relating etates to their time derivatives

g function relating states to measurements

rorer, Fa tatal and partial F-ratios

G (w) correction term for non-periodic window

1 identity matrix

Im imnginary part of

J complex number such that j==-1

J cast function

X vector of trim copnstants for measurements

1=¥, 1. position relative to centre of graviiy in terms of fixed
body axes components (x,y,z) of meacurement devices

lu.!u.--...!at. pitching moment derivatives

X nunmber of samples of time—domnin record

P.Q,T angular rates

QisY, Az(s).. Laplace trangsformsd quantities

Rr= squared correlation coefficient

Re real part of

& Laplace variable

63 singular values

s equare matrix having eingular values in leading diagonal

5. S speed and incidence angle measurement scnle factors

t time

T record lengih

Ty time constant

u,v,w aircraft translational velocity componenis

v matrix witbh unit orthogonal columms used in
singular value decomposition

LEPRPR RN - PN forward speed, norms]l speed and pitch angle trim
components

v orthogonal matrix used ip singular value decomposition

¥ diagonal weigbting matrix

By, ult), w2 sinle, control snd vutiput vectors (time~domaind

iy, U, Y ) state, copirel and output vectors (frequency-domein?

X matrix of independent frequency {(or time) response data
arranged in colummns

b3 dependent wariable - equation error method

F P observed and cealculated responses

Zu.Z_.....,Z?1- normal force derivatives
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B flank angle

4 equation error term

b eigenvalue

B,¢¥,y Buler pitch, rol]l and yaw angles

g, é vector of parameters to be estimmted, estimstes of 0
6,,8=z, etc unknown parameters

r rectangular matrix related to 5

['s orthogonal parameter seil obtained from ©

-4 short period damping

W, Gep angular frequency, sbort period matural frequency
= residual wariance

FrTgr Taz time delays

Q orthogooal matrix relaoted to B

At sampling interval

2,0 null wvector, bull matrix

{r 1— inverse

[ 17 transpose

exp( cumplex expupential
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1 INTRODUCTIOR

System ldentification technigques provide a formal smthematical
basie for ectablishing n dynamic madel of 2 eystem from measurements of its
respobses. Thie inveree modelling process involves both the identification
of an appropriate model structure and the estimation of the wvalues of
parametere included within that structure. Systen identification and
paraxeter estimation techniques bhave considerable potential in the context
of helicopters, not only for the purposes of validating or improving
thecretical flight mechanics models but nlso as an aid to flight testing of
new designs.

Essential requirements of any identification technique are
robustness, especially in terms 0of low susceptibility to noise, ease of use
and clear interpretation of results through, for example, the provision of
confidence intervals for estimated quantities. In apy practical applicetion
of identification techniques uncertainties exist because 0f measurement
noice, measurement offsets and process noise. Neasurement noise is a term
which describes errors ©f a random nature in tbhe measured data whereas
offsete may arice from inmccurate calibration of instruments or recording
equipment. Process noise, on the oiher hand, arises from unmodelled
features of the real system and can, for exsmple, include effects of
structural vibrationo associsted with degrees of freedom which are not
included in the model. Unexpected nonlinearities can also contribute to
process noise.

Althougbh much experience bhas been gained in the identification of
fixed wing alrcrafi’-= far fewer successful applications bhave been reporied
in the case of rotorcraft. This relative lack of success is believed to be
due to features such as the many coupled degrees of freedom in helicopters,
the high vibration epvironment and severe limitations of test record iength
due to inherent instabilities.

¥ost publisbed asccounts of applications ©f system ldentification
techniques to belicopters have been coscerned with time—domain methods
using a reduced-order mathematical model representing six degrees-of-
freedom rigid-body motion® ®. The extensior of such models to incorporate
rotor degrees of freedom increases the system order cignificantly and
introduces severe difficulties ip terme of time-dommin methods of
identification. Ap alternntive approach which mey ofifer advantages both for
the identificatior of six-degree-of-freedom modeles, and for the
jdentification of rotor dypamics, imnvolves the use of frequency-domain
evaluntion methods. In such methods the measured recponse data is first
translated into the frequency-domain using the Fast Fourier Transformation
{FFT) so that all data which lies outside the frequency range of interest
may be disregarded. As well as providing a basis for developing models
which are applicable over a defined range of freguencies this approachk also
bas the advantage of reducing the amount of data required for
identification. By excluding data for zero frequency the freguency-domnin
approach can eliminate the need to estimate the values of additive
constante representing measurement zero shifts which have to be determined
in the application of time~domsain methods.

Interest fn frequency-domain methede for mircraft parameter
ideptification has increaeed during the past five years and a number of
recent studies™ 'Z have produced encouraging results. This paper describes
aspects of a research programme involving the development and application
of general-purpose software tools for frequency-domsain identifjcation of
rotorcraft. Thie work forms part of a more broadly based programme of
research, introduced in Refs. 7 and 8, which is intended to produce 2

complete tool-kit of robust and easily used identification techniques
ipvolving both time-domain and frequency-domain approaches.
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2 EQUATION-ERROR_AND OUTFUT-ERROR TECHNIQUES

Most of the identification technigues which have been uvsed in recent
years for the estimation of aircraft stability and control derivatives can
be classified either as equation-error or output-error methods. The
equation-error approach is essentially a procees of ordinary-leasti-squares
ectimtion carried out using data from all of the system state variables.
OQutput-error metbhods, on the other hand, involve the use of an observation
equation and lead to norlinear optimisation processes’®,

Equation—error methode have been applied conventionally ir aircraft
identification using time—-domain dats to provide first approximations to
paramcter estimntes which may then be used, if necessary, ac lnitial values
for output-error estimmtion techniques. The equation-error approach can be
implemented either using a conventional least—squares algorithm, in which
all of the aircraft stability derivatives are estimated cimiltaneously, ar
using slep-wise regression algorithmws which provide a convenient and
efficienlt menns of ipvestigeting different iimnear and nonlinear model
structures.

It is possible to implement either a simple or stepwise regression
procedure for an egquation of the form

¥ =X@+¢ <

where the vector y is formed of the estimates of the dependent variable,
the matrix X involves values of the independent variables x. arranged as
columns, § represents the stablliiy and control derivatives 6,,8z,....8.,
and where the residual error g(t) represents a combination of measurement
noise on the dependent state ¥ and any additiopal process noice.

The least-squares solution for the parameter vector 8 is

Berl XX X7y @>

‘these estimmtes of the stability and copntrol derivatives will be unbiased
only 1f the independent variables, x., are free from measurement noise and
any measurement noise associated with the dependent variables has zero
mean. Process nolee components must also have zero mean value for unbiased
estimtes. ’

For cases in which the residual vector ¢ ie white noise the parameter
covariapce matrix may be written

cov {6 -8)=e=1 I I 17 G

where o* is the variasnce of the equation error.

Flight data cannot generally satisfy the above condition in terms of
measurement and process noise and the residual term ¢ (t) may include a
deterministic component. However, provided the mensured response data can
be filtered appropriately to elimipate boise representing unmndelled
effects, useful resulis may be obtained by this type of methed.

In the stepwise implementation of the regression process a least-
esquares fitting procedure is applied in a sequence of steps. At each stage
independent variables are added to or deleted frox the regression equation
uptil A 'best fit' is found. The multiple correlation coefficient, R,
provides a direct measure of the accuracy of fit within this process and
the total F-ratio indicates the confidence associated with that fit.
Partial F-ratios provide inpdividual confidence measures for individual
parameters”,

In output-error identification a least-sgquares cost function is often
used to provide a measure of the error between a sequence of ¥ observed
instrument readings, Zo: , which are corrupied by random noise, and the
eequence of ¥ calculated instrument readings 2z..: determined from the

egquations of motion which have tbe gereral nonlipear form

-

x

fix, t? 43

3

-1 B(x, 1 5
The cost function therefore has the form

{ 2o - Zer)Z [{-D]
1

ot
i3
nt+tm

i

where ¥ is the number of samples 1p the time-domain record. The quantities
Zc<1 depend upon the values of the stabilitiy and control derivatives, the
coefficients in the observation egquatior releting the measured output to
the system stntes, ithe input time history and the initial state.
Kivimisation of this cost function, which ic & nonlibear function of tihe
unknown parameters, can be carried out by a number of methods such as the
modified Fewton-Raphson approach.
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In the case of A multiple-ouiput sysiem it mmy be appropriate to
wmultiply the sum of tbhe squares of the fit error for each ipstrument by an
associated weighting factor before supming to form an overall cost

b |
i.e. J = ¥ (2o = Zex?T ¥ ( Zos - Zcu? 7>
i=1

where W ie a diagonal satrix. This forms the basis of weighted least-
squares methods and represents a particular case of the more general
maximym-likelibhood formlation arrived at from statistical considerstions®.
Mipimieation of the negative log-likelihood function results in a cost
function of the form

¥
J = E £Zas — Zecs?T W {Zos — Zea?d + lug-lv"'l 8)
i=1

where the weighting matrix, ¥, is estimated during the minimieation
procedure.This is the form of cost funciion used for the output error
resulis presented later in this paper.

The overall advantages of output—error methods in comparison withb the
equation—-error approach generally are associated with the fact that output.
error methods take account of nclse-corrupted instrument recordiogs to
produce unbiased estimmtes apd, through the egquations of motion, allow
known relationships between parametere to be taken into mccount. The
equation—error metbod does, however, provide s means of rapidly
investigating questions of model structure and can provide the essential
initis]l parameter estimsates for use with the more robust cutput-error type
methods.

3 TRANSFORMATION TO THE FREQUENCY-DOMAIR

Cost functlops used for frequency-domair identificetion for parametric
models conventionally involve a summation of frequency-dependent values. If
all the values obtained from the application of the FFT to the measured
response daota were veed in the estimatjon process there would be a direct
equivalence, by Parseval's Theorem, between tbe cost functions in the time-
domsin and their fregquency-domain counterparis®. The time-domain and
frequency-domain approaches are, bowever, no longer equivalent if the
frequencies included in the cost function are restricted to include only
those values within a given range. This selective process in the freguency-
domain is, of course, eguivalent to time-domain estimntion after filtering
10 remove unwanted components buit is computetionally simpler in that it -
svoids the need to create B new data set for each different filter time
constant.

Figures 1 and 2 show typical flight data records obtained using the RAE
research Puma helicopter, a brief description of which may be found in
Refs. 7 and B. Records are shown for two cases which also provide the basis
of the applicatipns presented in laoter sections of tbe paper. The first of
these two records, which involve representations both in the time—domain
and in the frequency-domaip, jillustrates the Puma response to a
longitudinal cyclic doublet input at 100 knots while the second shows the
response to o DFVLR '3211' longitudinal cyclic test input, again at 100
knots. The upper limit of frequency (0.56 Hz.) used in the identification
studies ig shown and reconstructed time-domain records, determined from the
truncated frequency-domain data seits using only eight frequencies, are
superimposed upor the original time histories. These recomnstructed records
sbow very clearly that the higher frequencies have been filtered out by
this trumcation process. Figure 3 provides an illustration of the effect of
using different frequency ranges in this reconstiruction process and
demonstrates clearly the degree of filtering achieved as the cut-off
frequency is reduced.

Although the main justification for iptroducing selectivity in the
frequencies used for identification is connected with the need to obtain
models which are walid for & specified frequency range, the resultani date
reduction is aleo beneficial in computational terms. The availability of
fregquency-domain records zleo provides o very useful indication of the
degree of excitation of the system at frequencies of interest.

One problem in the mpplication of frequency-domain methods to
khelicopter parameter estimation ie that the measured gquantities, and the
quantities used in a state space description of the syster are noti,in
general, related linemrly. Practical difficulties are encountered in
applying linear traneformstions, such as the discrete Fourier
transformmtion, to ponlinear equations of the form of (4) and (5), and
linearisation 16 therefore necessary. Keasuremenl offsets relative to tke
centre of gravity also bave to be teken into consideretion in this context.
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A genera)l linearised model, wvalid for s given flight condition and
&mnl]l amplitude excursions, can be written in the form

X(t) = A (L) + B uty o)

¥{t) = B x(t) + Kk + b 10>
where A and B represent the stability and control derivatives respectively,
¥ is » matrix releting model ouvtputs 3 to the state varimbles x, k is a
vector of trim constantis and b is 2 constant vector of bioses.
Transfurmation to the fregquency-domain gives

I = A& XGd + B Utwd an

Y(w) = H X{w) w#0 12>

Using the relationship between tbe Fourier transform of a variable and

the Fourier transform of the time derivative of that variable, it is
possible to write

Y = jo Tlwd + Glwd as
where Gew) =VE [y(T — at)> — yC-at)l exp(fuatd 14>
T 2 2 2

and where ¥ is the number of samples in the time—domain record, at is the

sampling interval and T i the record length in seconds.The term G(w?

arises from the integration involved in the Fourier transformation of Kt

ir egquation (9)''. The terms y(T — 4t} and 3{(-Al) are obtained by linear
2 2

interpolation using two points not employed in the estimntion. The
quantity Giw) exists for all cases involving non—periodic windows and is
given here in terms of the definition of the discrete Fourier transform
used in the BAG library of computer subroutines’™<. Such ceses are the norm
for flighi data tince the values of output variables are seldor the same at

the beginning and end of each test record ( {i.e. y(0) # y(T3>''. The mndel
may therefore be represented in the frequency-domain by tbe equations

L -
Jiw?) = Jo J(wr 4+ Gwd = H X{wd a%s»

&0 that Jw Xtw? H A X > 4 HB T - Gl (& L))

The frequency-domain quantities I(w) and X{w) which appear in equation (11>
may therefore be obtnined from knowledge of Y{(w) and G(w) using equations
(19> and (16>,

These equations thus provide an alterantive to the use of the Extended
Ealman Filter/Smoother'® in constructing time-domain and frequency-domain
records of unmeasured estates as a preliminary toc the application of
parameter estimation techniques. For example, states in the mcdel and the
measured guantities are directly related by equation (12) and so the
frequency-domain records X{(w) may be obtained by directly transforming the
raw flight data and effectively solving tbhis equativn for the small number
of poinis normally used for frequency—domain estimotion. Witk the ocutput
error type of approach elements of the measurement transitionp matrix H
themselves may be included among the parameters for which estimstes are
sought. It must be recognised, however, that the Extended EKalman
Filter/Sanother produces minimum varjiance estimates of the system states
and thoi it can also provide a basis for valueble kinematic consistency
checks”. The Extended Kalman Filiter/Smoother state estimmstion of the flight
data does have o disadvantage in that ithe somewhat subjective and difficult
selection of process noise siatistics has to be made. The frequency-domain
approach of equations (15) and (16) does nol eliminate the need for state
estimstion based upon Ealman filtering but provides an interesting
alternative tonl which can be applied with advanlage in certain cases.

4 EOUATIOR ERROR METHODS IN THE FREQUENCY-DOMAIR

Frequency-domnin data ¢apn be used to obtain & model of the form of
equations (11> and (12) using eitber the least-gquares solution (equations
(2> and (3)) or tbhe stepwise regression procedure where siate variables are
introduced to, or removed from, the model on the basis of statistical
eignificance tests. The frequency range over which data is uced in the
parameter estimation process, mand copsequenily for which the estimsted
model is valid, must be selected on the basis of the intended application
of the model. An appropriate frequency range can often be chosen by
inspection of plote (e.g. Fig. 1> indicating the magnitude of trapsformed
paire at each frequency.

In practical terms, the evaluvation of the cost function in tkhe
frequency-domaln involves both real and imaginary compopents at each
irequency used. The process implemented in the work reported here is based
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upon b cost function involving a Buclidean norm formed from elements
representing the conoplex valued equation error terms which follow from
transformation of equation (1). Thie cost function may be expressed in tke
following form

wa
J = I [ {Rele(w?l}T{Relgw?]) + {Iml e ()1 " {Im e w)id 1 17
wy

One of the fundamental problems of helicopter parameter identification
is associated with the breakdown in the confidence in the estimmtes of
certain parameters when there are significant correlmtions between pitch,
roll and yaw rates®. A possible approach which mey lead to successiul
results ip such cases involves rank—deficient solutions'® in which emmll
eigenvalues are remnved fronm the 'informmiion’ matrix I"I in equation (2)
50 that the combinaticns of parameters which cannot be identified uniquely
are effectively fixed. An alternmtive npproach which has many attractive
features ie provided by the use of 'singular value decomposition’'” of the
matrix X.

4.1 Eingular—value Decompasition

The singular wvalue decomposition of the independent variable metrix X
of equation (1) involves representing the data history by means of o new
et of oribogopal wvarisbles. Bolutione based upon a gubset of these
orthogonal varisbles can be shown to be equivalent to rank deficient
solutlons {n which the most insignificant eigenvalues of +the informmtion
mtrix are removed. .

If the matrix X involves n independent variables each beving m values
then it is poesible to find an orthogonal nxn matrix, ¥, which transforme
the mntrix X ipto another sxn mstrix B whose columne are orthogonal.

i.e. B=XV=(nr = . . - . b 18>

where :"hs = 0O if 41+ 3
19>

7 @2 ifi1i=1

Here the terms involving &: represent the squared magnitudes of the mxl
column vectors. The positive square roots of these terms are referred to as
singular values of the matrix X. For pon—zero slnguiar wvalues we mny obtain
unit orthogonal vectors u: where

Us = bi/ss 6. * 0 20>
Hence B=US8 21>

where § i an nxn diagonal matrix with non—negative diagonal elements
formed of the singular vnlues and U is an mxn matrix whose columns are the

unit orthogonal vectors y..
The orthogooalising mmtrix ¥ upon which this approach depends w:y be
cbtained by plane rotations'”. From equations (18) snd (21} it follows thst

IVvV=08 227
and therefore, because of orthogonality of ¥V, it follows thet

I=08V" 237
The matrix B contains the principal compopents of the mstrix X with each
column of B representing a data history in terms of the new set of
independent arthogonal variables constructed as linear coabinations of the
original variables.

If the ’xn matrix U 8§ is rewritten as the product of an =om

orthogonal matrix Q,and an mxn matrixz I' having the siogular values arranged

in descending order of magnitude down the leading diagomnl with zera
elements elsewhere, equation (23) may be rewritten as

I=Qr Vv 24>
The least-squares solution is then obtained as
rei= oy 25)
n A
£ =¥8 {26)
where the matrix ' has elements which are the same as those of T but
with those &ingular values which are emaller than a given thresbold level
eliminated. This allows paramctier estimntes to be obiained which correspond
only to a subset of the dominant principal componentes.
From eguationg (1), (23> and (26) it follows that

y=954+ e 272
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Assuming tbat ¥y is not highly correlated with an orthogonnl state paw
associated with a emll singular value {i.e. the problem is not ill-
conditioned? a eolution can be computed based op large singular values
only. The relatively eimple form of solution inherent in equations (25) and
¢26) also facilitotes investigation of soclutions using a number of
different sets of singular values., It can be shown eacily that the singular
volues of the motrizx X are related to the eigepvalues of the informstion
matrix 'Y {z.=./*: where s, i6 a eipgular value and X: is an eigenvalue of
the informntion satrix). The acceptance of solutions corresponding to only
& subset of the dominant principal components courrespeonds to the removal of
the most insigonificant eigenvalues of the informstion motrix.

The accuracy af estimates cobtained by singular-value decomposition can
be assessed without difficulty. It may be shown that

covil — £) = ¥ BZ 28>
oand cav(é,— 8y =V cuv(i - £ VT {297

Here the residual wvariance, ¢Z, may be estimated from the fit obtained
using the orthogonnl variables. Similarly the multiple correlation
coefficient, which it a2 direct measure of the mccuracy of fit is given by

’» ~
X et x e
R*® = L L 307
A 2
The total F-ratio provides s measure of the the confidence which can be
ascribed to the fit and is defined by the equation

RZ/ (p~1)
FroTewr = - t31)
1 — BT/ (=—p?

where p is the pumber of parameters in the fit and = is the number of
freguency values used. The partial F-ratios for individual parameters,
given by

Fad
Fo = 5.2 7 war(®, — 8. 32>

provide individual parameter confidence measures. .

The eipgular-value decomposition approach, ipvolving only a subse? of
domipant principal componesnts, thus provides a computetionnlly convenient
form of solution. The equations given above show thsi statistical measures
of the mccuracy of estiimates pbtained using thie approach may also be
determined without difficulty.

4.1.1 Applicatign to the Pitching Momept Equation

In considering applications of the singular valve decomposition method
in the frequency-domain a pumber of important factors have to be taken into
account. Firetly, it is essential to ensure ithat the dalm records are of a
duration which allows parameter estimates to converge. The choice of cut-
of{ frequency for the iruncated frequency-dommsin recerd is aisoc of great
importance for accurate estimstion of the parameters of rigid-body models
and conventional etatisticel measures, such as the squared correlation
coefficent and partial F-ratios, can provide useful guidance in tbhis
respect. It is essential also to establish the oplimum number of erthogonal
componente in the singular-value decomposition and these statistical
mescures again can provide valusble insight. Deterministic measures of
parameter significance also have a useful role in assistiag in the
interpretation of results of ithe paramcter estimation process.

The pitching moment equation, for which parameier estimates were
sought, may be wriiten in normalieed form in the frequency-domain as

»
Qiw) = Mo Tiw?) + Mo Wiwd + Ky Qéuw) + Mo Viw) + M Plw) + 111‘ q‘.(w) 33>

where Qw) = jw Qw) +/H [T - ALY — gl-atdlexp(jwat)d T
T 2 2 2

The daota set vsed for identification i» this case involved the response
ebown in Fig. 1 for the longitudinal cyclic doublel test input. Data from &
single manoeuvie with a time-domain record of 14 seconds duration were
transformed into the frequency-domainp for the range ¢ to 0.56 Hz., for a
frequency igterval of ©0.07 Hx., to give eight pairs of real and imaginary
values, with the values at zero freguency excluded.

Table 1 ghows ithe parameter estimates and the nssociated statisiical
performance measures for 6ix cases involving different nunmbers of
orihegonal cosponents. It may be seen from these resultis that ithe sgquared
correlation coefficient (R¥) increases as more orthogonsl componenis are
included until with five orihogonal compopenis apy furiber improvement in
R® is found to be negligible. The sixih component msy well be associated
mostly with noise. The standard deviation of the estimoies remch their
min{ms for the solution found wiibh five principal componenis. The large
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Mo X, | . . W Koun
Rﬂ FTUT’H‘-
. Op 1o 1 ir 1r 1le 1e
ORTROGUNAL| ESTIMATE| BRROR ESTIMATE[ ERROR |EBSTINATE}] BRROR | ESTINATE] ERROR |ESTINATE] ERROR ESTINATE| ERROR
CONPONENTS BOUND BOUYND BOUND BOUND BOUND BOURD
1 -0.0009 -0.0011 0. 0000 0. 0001 0. 0000 0. 0000 0.9032 0.07
2 0. 0036 -0.0049 0. 0000 0. 0000 0, 0000 -0, 0008 0.408 1.37
3 0.0037 -0. 0047 0.0000 0.0032 0, 0000 -0.0014 0,413 1.41
L 0. 0020 0.0009 }-0.0024 0.0023 0.,0004 Q.24 -0.90032 0.0033 0.0000 0.24 -0.0286 0.0048 0.910 20.20
5 t 0. 0028 0.0006 |-0.0024 ¢.0014 [-0.314 0,152 |-0.0050 0.0021 {-0.320 0.150 -0, 0322 0.0031 0.96%5 54.76
[} 0. 0027 0.0006 |-6.0037 G,0014 |-0.186 0.153 |-0.0059 0.0021 |-0.446 0.151 —~0.0304 0. 0031 0.968 60.97
HELISTAB 0,0024 -0.0052 -0.83% -0.0013 ~0.210 -0.0376
1YALUYRS
tSalected model,
Table 1 Singular valve decomposition solution for the pitching moment equation.
Puma, 100 Knots, longitudinal cyclic duovblet input.
.
m- OF R2 FTCIT‘L
ORTHOGOWAL 1e
COWPONENTS| ESTIMATE| HERROR
BOUND
1 -0.45%0 Q.58 0.764 4.85
2 -0, 730 0.22 ¢.962 37.95
3 ~-0.,743 0.21 0.970 48.00
4 -0.781 0.14 0.9588 118.90
5 t -0. 882 0.096 Q0,996 339.28
6 -0.918 0.0098 0.996 339.28
7 -0, 956 0.102 0.996 346. 00
RELISTAB -0.696
| YALUR

t Balected model

Table 2 Singular vaive decomposition solution
for the normal force solution.
Puma, 100 Knots, longitudimal cyclic

doublet

faput.




incresse in R® and the corresponding large reductions in the error bounds
which are shown between stepe 4 and § in Table 1 correspond to the
emergence 0f physically more realistic estimtes of parameters Mo and K.
Thie improvement ip the estimates of these two parameters following the
introduction of the fifth orthogonal component is reflected ip the metrix V
by the appearance of elements of relatively large magnitude associsted with
N, and M, in the fifth row.

The effect of increasing the fregquency range used for the estimation of
parameters is showp in Fig. 4 in terms of the squared correlation
cpefficient. These resulis show that R® falls in a series of well-defined
steps st frequencies of approximsately 1 Hz, 5 Hz, 9 Hz and 13 Hz which
correspond closely to frequencies associated with the rotor dyoamics.
Clearly the uee of low freguency data in the estimstion process eliminates
these particular values and facilitates the accurate estimmtion of the
stability and control derivatives in the six~degree-of-freedom model.
Estimation of the parameters of a nipe—degree—of-freedon model accounting
for tip path plane dynamices ac well as rigid body dynamice would, of
couree, require use of a wider frequency range.

Figure 5 ghows the partial F-ratios for the parameters M., No and !q\-
as & function both of the frequency range uvsed for estimsmtion and the
number of orthogonal components. The resulis show clearly the benefits of
uesing five orthogonal components rather thap eix and aleo indicate thatl the
partial F-ratios hoave a maximum in the low frequencies, thus confirming the
significance of the low frequency range.

A large spread in tbe singular values car also provide an indicationp
that some of the orthogonal components are of little importance and may be
discarded a5 random noise. This may usually be confirmed by exanmipation of
the transformed parameter estimetes corresponding to the orthogonal set and
tbheir stondard deviations. In this application all the evidence suggested
that the paramectier estimsates for M. and Mg for six orthogonal companents
were greatly ip error ip comparison wiith those for five components and
chould therefore be discarded.

A number of measures of the significance of individual parameters have
been proposed for identification in the time-~domain. One such measure is
based upon the integral of the absolute value of ithe variable associated
with the chosen parameter multiplied by the estimste obtained for that
paramater nnd divided by the integral of the absolute value of the
dependent variable of the equation'® . In the case of the pitching moment
equation in the time—-domnin thise leads to measures such as

l!_!fluldt /[;ﬁ[dt

and 11_1{ fwldt fj 1q1dt
Corresponding measurece may be derived in the case of frequency-domain
identification witb the integration being carried out over the range of
frequency values selected and the msgnitude of the Fourier transformed
quantities being used in place of the magnitude of tbe time-domoin
responses. Ihese frequency-domain measures ol parameter significapce
therefore take tbe form

Ilgij'Iﬂ(w>ldu / IIQ(U)!du
nand 1!.1[ IV tdw If 1Q (W) Hdw

Figure 6 sbows parameter significance values for each set of principal
components for freguency-domain data using the range ¢ — 0.56 Hz. These
results show the imporiance of M., M. and Xye in the first few principal
component &plutions. Houwever, the solutior obtained using the firgt five
principal components, and accepled as ithe best lemsti-squares solutionm,
shows significance values of similar magnitude for K., K., Xgq and X.. It
cshould be pointed out that tbhe sclution corresponding to six orthogonoal
compounents is the one that would be obtained using the conventional least-
sguares approach involving the direct application of equation (2).

Figure 7 shows the effect of the record length on parameter estimales
for the frequency range used above. The estimmtes are eeen to reach almost
constant values as the record leagih approaches the 14 seconds duratiom
which was used for all of the results given above. The standard errars
clearly tend to lower values as the record lenglh is increased. All of
these findings support tbe choice of record lengih adopted and show very
clearly the problems of accurate estimntion from shorter records. Long
records are also desirable in freguency-demain estisation from the point of
view of resolution. It is of interest to note that the parameters in Table
1 estimated with greaiest confidence ( M.,Mpa) approach their final
estimnted values for much shorter record lengths than some of the other
parameters such as Ks, M. and Ko and that these latter parameter estimates
hove larger standard deviations.

Since actual experimental flight dota have been annlysed in this
application there is no set of ‘true parameters’ to which estimntes can be
compared. The helijcopter flight mechanice package HELISTAB'®-Z° provides
theoretical parameter values which may be considered alongside the
estimates obtained from flight dsata. HELISTAB prediclions for the
parometers of the pitching moment equation are included in Table 1 and it
may be seen that the most sigeificant diecrepancy is in the parameter M.
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| ¥ L ). . . "o ‘r)! - lr,!c
0, OF ir ir 1r 1r 1r ir 1r 1¢ R2 | Frota
ORTROGOWAL| ESTINATE| FRRUR |BSTIWATE| ERROR |ESTINATE] EWFOR |RSTINATE| RWROR [ESTINATE] ERRUR |ESTIMATH| BERROR |BSTINATE| RRRUR |ESTINATE| ERROR
CONPONENTS BOUND BOUWD BOUTD BOUND BOUFD BUUND BOTND BOUND

8 0.0014 0.0003 1-0.0041 4.0019 0.000% | 0.165 1-0,00236 | ©,0008 | ©.0002 0. 076 0.0075 } ©,0024& }-0.0302 0.00A1 0.00386 | 0,0028 0,771 29.78

T 0.0015 ©.0003 |-0.0040 0.0009 §-0.0993 0.150 |-0.0046 0, 0007 |-0.1065 0. 0698 0.0071 0.0022 {-0.0325 0.0037 §-0.0002 0. 0025 0.809 § 37.42

a8 0. 0015 0.0003 |-0.0036 0.0009 |-0.1370 0,151 |-0.0046 0.0007 |-0.1728 0,070 0. 0077 0.0022 |~0, 0335 0.0037 0.0004 0, 0025 0.810 37.73

HELISTAB |0.0024 -0, 0051 -0, B34 -0.0013 -0.210 -0.0376
| YALVES
tSelected model.
Table 34 Singular valua deconposition solution for the pitching momwent equation.
Purma, 100 Knots, multirun case, all four controis uvsad.
NO. OF . P ety = Frorao
ORTROGONAL 1r 1y
COMPONENTS| BSTIRATE] ERROR |ESTIHATE] ERROR
BOUND BOUND
8 -0.7950 0,120 -0, 632 0. 253 0.8186 33.69
9t -0.7093 0.119 —-0. 689 0.251 0.820 24.77

HELISTAB ~0.696 ~-0.732
YALUR

t Salected model

Iable_3h Siagvlar valoe decomposition eolution for the normal.
force equatlom.
Puma, 100 Knote, multirup cace, all four controls ueed,




4.1.2 Applicotion to the Normal Force Equaiion

Thre singular value decomposition approach hns been applied to the
estimation of parameters of the normal force equation

W) - T, Q) = Z, Tiw) + 2o VW) + Ze 8Cw) + Zo Viw) + Zp Pl
+ Za QW) 1+ Z, Flw) + 291. qa.(u) (353

»
Values for ¥(w) over the frequepcy range of interest can be obiained from
equations (15) and (16). Tbe quantity U, represents the forwnrd trim
velocity and the term U, Q(w) arises in the linearisation of the equations
of motion.

Results obtained from the test data relating to the response to a
longitudinal cyclic dosblet are given in Table 2. The data again relate to
the response of the Pums to a longitudinal cyclic doublet for a forwerd
trim epeed of approximstely 100 knots with & record iength of 14 seconds,
The upper limit of the frequency range was 0.56 Hz. with zero frequency
excluded and with eight values of frequercy used at an interval of 0.07
Hz.. The results indicate that the opnly eignificant parameter on the right
hand slde of equation (35) is Z. and examination of R® apd the etandard
deviations of the estimated orihogonal paramsters cuggeests that the use of
only the firet five orthogonal components produces the best results eince
parameters associated with the other singular values are estimated with a
high degree of uncertainty. The slightly higher R* walues for the fits
which are obtained by including the sixibd and seventh orthogonal componenis
involve parameters estimsted with a high degree of uncertainty and are
therefore discounted. It ie believed that the &impler model based upon the
firet five orthogonal ctmponents i5 to be preferred. Figure 8 shows
parameter significance deta for the parameters of the normal force equation
and jillustrates very clearly the dominance of the parameter Z..

4.1.3 Poraneter Estimstion from Multiirun Data

¥hen only one coptrol input is used to excite all of the rigid body
mndes poor estimates are often cobiaiped for the parameters associated with
&states which play an insignificant part ip thke resulting aircrafi motion.
Such parameters show low walues in terms of the porameter significance
mensures (typically less than 0.1) and low partial F wvalues.

Since it is impractical to apply more than one test input at a time on
more than one control by manual methods, it bas been recognised that data
from a number of different manoceuvres must often be used for identification
purposes. Ope approach involves stacking the data to produce 2 single long
run from a series of shorter runs for different test inputs'®. Since
regression is based upon the correlation between variables the
disecoptinuities at monoeuvre boundaries do nol affect the results. .

Results are pregented in Table 3 for a combipation of four manceuvres,
as shown in Fig. O. The inputs involved all four controls and
consisted of & collective doublet. & longitudinal cyclic 3211 input, 2
pedal doublet and a lateral cyclic step inpul. Compared with the previous
single mapouevre case for the pitching moment equation, the estimated
standard errors are smaller for the pitching momenl cross-coupling terms Mo
and H.. The N, estimste compares eell with the theoretical HELISTAB value.
The X. estimste, altbough differest from the tbeoretical prediction, is
consistent with the value found in the previous case of the longitudinal
cyclic doublet input. The Nme estimates show a similar consistency for the
two caces. The N. value now obtained ise much closer to theory than the
value found from the single input case, although the estimated value of M.
is sigpificant}ly differeni. For the normal force equation the Z.. estimnte
compares very well with theory.

Sslutions were obiained using seven orthogonal componenis for the
pitching moment equation, nine components for the normal force egquation,
and ten components each for the rolling moment and yawing momeni equations.
The npumbers of independenti (nop—orthogopal) variables included in the
original model in each of the above cases were eight, nine, tern and ten
respectively. The standard errors of the estimsaies reached their minims for
the chosen components.

The frequency range used extends to 0.5 Hz. with the estimation carrijed
out at thirty five different frequencies. It should be noted that, slthough
eome of the etapdard errors are reduced in comparison with the case for the
single manoceuvre, the squared correlation coefficient walue was also
reduced. The benefits of multirun estimetior mny bhave been reduced in this
case by the fact that the lateral cyclic input involved a step rather than
an input having a zero ®mean, such as a doublet or 3211. This choice of
lateral input was dictated by the available test records for the chosen
£1ight conditiop of pominnlly 100 knots.
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Transformation ©f the state equation

X(t) = A x¢4? + B uctd 36>

into the frequency-dommin using ibe discrete Fourler transfora yields, as
already shown, an equation of the form

Jo X)) = & Tdwy + B Uwd ~ VA EXUT - at) - x¢-atd] expljoat) <377
T 2 2 2

Equation (37) may be rewritten in the form

-A . - wl Rel X (w)] B . O Rel T{w>) Axcusuaiq
.......... et = e e e R R d 1 e 2 (38>
. . T
wl . =AM Iml X{w)2 o . B Iml Ulwd] AxsinwAt
- 2

where Re apd Im indicate resl and imaginary parts respectively, I is the
identity matrix, O is the null matrix and Ax = g(T-AL) - x{(-aL)
2 2
In general, in the time-domain, the states g{(t) are related toc the
meacured quantities, z(t), by an equation of the form

Zz{t» = B x(t> + E + b {39}

1f tbe full mndel output vector is defined in the frequency-domain as

Xflw) = L X{w} w0 {40
where E. O
L =1f.....
O. H

then a suitable choice of cost function has the form

Lo

v v - v '
J = I 12wy ~ E(w)i'r WiZ{w) - Xdw)l + logal¥'i 41)
@
where
v Ref X (w?] v RelZ(wl]
XC) = loooo.... Za) = Lo,
_In{g(u)] Id'Z(m)J'i
v [RelD (w2 _ v . O]
lwd = [ouvnn .. and v I I
Iﬂn(u)lJ 0 . V_j

¥ is a real valued diagonal weighting matrix and althougb this matrix
can involve elements which remain fixed in value throughout, the current
implementation is based upon the use of fixed elements for the firsl few
iterations with subsequent esctimsation of the elemente of ¥ from the
expected and actual outputs. The values used for the initial phase, where
the elemenis of W are fixed, reflect the initiml estimsmtes of the relative
nolse jevels on the measurements.

The frequency—domain approach facilitates the incorpaoration of time-
delays within the model™". These time delays may be presept in botb the
measured resposses and in the control inputs. In the latter case the
control term in eguation {38} must be modified to give™?, for the camse of r
controls

n -
( . CDSWT 1 . sinwT,
. COSWT = o . sinwr=
B. O
. D . o
. COSWTr sinwre v
P N e e e eer e e U w)
. =sinwTs . COSWT Y
. ~sinwr O . COBWT= ]
0o. B .
. 0 - . .
. —ginwT- . COSWT
The r delay parameters T:, Tz,-...7r, each associated with a control U (w?,
Uz{w),.......0,w), can then be included in the set of parametere for which
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estimmtes are spvght. Buch time delay elements may resuit from a pumber of
- factors including & time lag betweern initistion of & control eignal

and tbhe response of the sciuntors, phase shific due to filtering of the

data, or vnmodelled features of the real systes (e.g. rolor dyoamics).

In geseral J is a function of ibe system mstrix &, the control ifaput
matrix B, the measuresent transition matrix H, tbe time deloys and the
frequency ronge (- ) used for the egtimmtion. Moimisation of this costi
function with respect to & vector 8 of = vaknown porameters reguires that

the condition
T
R I =g
PBm

22 .
EER 3
be satinfied.

Using & line eearch modification®™ to the hasic Newton~Reaphsor seihod,
an ovptimisation techoigue bas been developed from which parameter estisates
are obtained in 2 compuitationsally efficient msnser aver the selncted
freguency raunge. The transformatioe of the problem into the frequency-—
domnin means that algebraic expressions cas be found for esch singe of the
minisiesation process where vguivalent steps ip the time-domnin
isplementation require pumerical istegration. ln addition, the parameter
wovariance matrix can be determined for the ehoses fregueancy range vesing an
sapprosch sualogous to that applied in the time~domain®*, the actual
bandwidih of the measvrement buing an fmporiant factor to be taken into
mccount in modelling the erroar®s,

(422

The maibematical woadel given below in equation (433 bas provided &
basic for estimation of the Jongitudinal parapeiers of the six-degree-of—
fresdor rigid-body model. In thie egustion all of the sigpificant
lopgitudinal/lateral coupling terms (as determined from parameter
significance mensvres of the type slready defined) are incorporaied in an
exrtended cantrol vector.

utL)y X b ¥o-¥,  Ip-goost, | vty
it} Z.  Z.  ZatB, Zg-gsing, wit)
a1t TR Ko o Qe
6 tt) o ° 1 o 8Ly
] [e] X7iu
Bty
o Zen Znie
+ ptd 43>
!w ‘p xf}“lu
?uu{t-?}
o 0 o

The measured varisbles are related Lo tbhe 6late variables by the additional

eguation
Vo 8. o Ix™ 4] [FRN )
(L) o Ba/bg  ~l.mfY, ¢ wit)
q i) ) o & 1 4] qit}
B{t} 4] O L4 1 [:R¢ D]
Vs mw
[- S,
+ 443
Quitan
- PP,

& pusber of the coeificients ip these equations are koown to be wery small
for the conditions used in the test srd, on tbe basis of their parameter

significance values,
PrOCeES.

several have been excluded from the estimation
Initial parametaer estismies for the cutput~error ssthod musi be

provided from resulie obtaiped wvsing the equatiovn-error approach, or frox
theoretical model walues, 10 ensure rapid convergence @f the gutput-error
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Application of the cutput—error method to the flight data used in the
equation—error applications of Bectlions 4.1.1 and 4.1.2 for tbhe
longitudinal cyclic doublet ifpput provided the resvits shown in Table 4.
The frequency range used involved the eight spectral lines up to 0.56 Hz,
as before, witb zero frequency sagain excluded. In this implementation of
the outpuvi-error approach the diagooal weighting motrix elements were
assigned initial values based upon estimated noise variapces. This allowed
some initial convergence of tbhe estimation process to take place before the
introduction of the updating of the weighting motrix elementes at ench
subsequent iteration using actual aad estimnted mndel outputs.

1e HELISTAB
PARANETER ESTINATE ERROR BOUEKD VALUE
X, 0.00319 0.00021 0.0024
X. -0.00252 Q. 00070 ~0.0051
Ny -0, 353 ©. 081 —-0.83%
Mo t ~1.225 0. 090
K -0.412 0. 069 -0.210
H?‘S ~0.0308 0.0017 -0.0376
Z0 Q. 0504 0. 022 ~-0.0316
- -0.805 0. 021 -0.696
Z?xs 0.699 0.14 0.618
Io -0.0384 0. 037 -0. 0265
Iq‘s 0.599 0.33 0,180

tK. = —0.00764
Iable 4 Farameter estimates pbtained by output-error methed.

Figure 10 shows comparisons of the actual arnd estimated power epectra
with the number of iterations in the estimotion process. The model results
and the flight data match very closely in the fregquency-domain after three
iteratione. Altbough Fig. 10 only shows the results for the case where
incidence anglie is tbe varlable considered, similar resulis have been found
for the pitch rate and pitch mttitude wvariables. In the case of the forward
epeed the match between the measured and estimated spectra was less
satisfactory, especially in the middle of the frequency range concidered,
but it must be recognised that this measured quantity shows relatively
little power at the mid-range and upper frequencies in comparison with the
other measurements.

Results have also been obtaired for the case where a time delay is
postulated in the longitudinal cyclic input and these are showp in Table 5.
Most of the pitching moment terms, even those estimated with small error
bounds, show some change in the estimated values when this time delay
parameter is introduced and for parameters M. and Mo these changes are
significant. These alterations in the identified pitching moment

derivatives may be due parily to effects mssociated with yrotor dynamica
being lumped into the fuselage coefficients in the case where vo time delny
1s incorporated in the model.

1v HELISTARB
PARAKETER ESTIMATE ERROR BOUKD VALUE
| 0.00419 0.00040 0.0024
.M —0, 00022 0.0012 -0.0051
) - -0.823 0.18 -0.835
Ny ~1.306 0.10
) . -0.248 0. 086 ~0.210
s -0.0396 0.0034 -0, 0376
- 0.0362 0.021 -0. 0316
2. —0.796 0.019 ~0.696
Zqre 0.520 0.12 0.618
X. -0.0319 0.033 -0. 0265
1915 0.969 0.34 0.180
T 0.134 0.037

1+ Nv = —0.0081

Inble S Paraneter estimatec obtained by
output-error meihnd. Time delay
parameter included in
longitudinal cyclic input
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6. IRANSFER FUNCTION ESTINATIOR 1¥ THE FREQUENCY-DOMAIN

The use of single—input, &ingle—output transfer funciions walid over a
defined frequency range for chosen flight copditions provides an approach
which has been found, by Tischler et al.'2, {o give good results. The
classical pitch rate and normal acceleration responses to a longitudinal
cyclic input for the short period mode are given by the following eguations

Qs> l7v- (8 + 1/Tg) expl-sTp?

= {45)>
e (e 67 + 2% 0ap +  wan?
A= (5) Z?g- exp{-&T,.)

= (46>
?1-(5) LS 4 23’0.,: + wap®

In equation {(45) the term Qi(s)/ni1a(5’ is tbe laplace-transformed pitich rate
response to a longitudinal cycl?c input. The parameter Nmqie is the
longitudinal cyclic pitch eensitivity and 7y is the effective time delay on
tbhe Inpul for pitch rate. The parameter Tg 1s given by™®

Te = !1)1-
{477

X, ZQ\- - Zw !?\u

while f and wur are the equivalent short-perind mode damwping and natural
frequency respectively. In equation (46) the term A-(8)Y/ni1a is the Laplace-
transformed norsal acceleration response to & longitudinal cyclic imput,
while Zn:m is the lopgitudinal cyclic normal force sensitivity. The
effectiZe time delay oo the input, vn;, was for this case, assumcd
negligible. The denominator parameters are identical to those in the pitch
rate transfer functinon.

Equations (45> apd (46) may be written in state space form in the
time.domnin as

-
gt = jo0 1 0 o Wfq{t)
gt = | -own?  -26w.e 0 0 gt
Bxft2>| = JO 0 o 1 a. (L)
Axtt>] = o o o™ —2$’u.p ax (£)
o
_ 1
0 0 0 nimtt - 19>
+ l?\.f'.[‘ﬁ LI 0 fratt - 7g) <48)
0 0 0 Pralt = Ta,)
.
0 o 271-

The estimntion probles is now formulatied in a way that allows use
to be made of the frequency—domain output-error approach cutlined in tke
previocus eections. The ease with which parameters within this model
structure can be related when the output-error method is used is a
significant advantage in this case since the parameters —we=e®, Efu.p and ¥
all ocour twice. By specifying the equalities exisiing among the elements
in the second and fourib rows of the state matrix of eguation (482 we are
effectively imposing equality in the denominator coefficientis for the
tronsfer funclions shown in equations (45) and (460,

Using the measured respopse deta from the flight test inpvolwving the
application of a Iongitudinal cyclic tesl input, estimates were obtained by
the metheod ouilined above for wme=, 2;0.; etc. The compleie set of
parameier values, together with their error bounds and theoretical
predictions obtained frop HELISTAB, are presentied ip Table 6.

If a value of —0.8 is assumed for the parameter Z., which is
consistenl with the estimates Tables 2,3,4 and 5, ihe relationships

Zu 4 Ko = ~2fuvee 49>

and Zw Mo - A U, & @ap® (50>

may be used to give estimates of Ko and Ko of ~0.85 and -0.0012
respectively. It je of interest to compare these values with the
curresponding figuree in Tables 4 and 5§ and to note the close agreement
with the HELISTAB prediction in the case of H,.
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10 HELISTAB
PARANETER { ESTIRATE | ERROR BOUND VALUE
e 0.B77 0.45 0.93
2{wun 1.655 0.29 1.76
Rqi=/Tg | —0.0260 0.014
Nivs -0.0407 0.007 -0. 0376
Z;’vs 3.69 1.63 0.618
g 0.195 0.08

Table & Single input - single output tramsfer function
values. :

7 DISCUSSION

Although the results shown in Tables 1, 2 and 3 for the equation-error
method provide an indication of the quality of parameter estimates in terms
of the standard deviation of the estimates themselves, the equared
correlation coefficienl and F-ratio values, further evidence of tbe overall
validity of an identified mndel can be cbilained by comparing measured
response spectra with the corresponding predicted spectra. Figure 11 shows
frequency-domain comparisons of this type for the pitching moment and
normal force equations for the longitudinel cyclic doublet input. In the
cacse of the pitching moment equation the plots show the fii obtained using
the parameter seis ectimated witd four, five and six orthogonal components.
For five orthogonal components the fit obitained is good over the whole of
the frequency range considered and thic provides useful confirmstion of the
model selected earlier. The corresponding curves for the normal force
egquation are shown for up to six ortbogonal components. Taken in
conjunction with the etatisticnl measures shown in Table 2 the results
again support the earlier choice of a model based vpon five orthogonal
componentes,

Figure 12 shows actual and predicted fregquency-domein results for the
variables p, g and r, together with the normul force for the multirun case,
This comparison ic precented for the identification based upon the optimum
set of orthogonal components as given in Section 4.1.3. The number of
frequepcies at which compariscons can be made is, of course, much greater
than in the previous two cases and the overall agreement ise excellent.

Reconstructions in the time-domain (obtained by integrating the
identified state space model at each time step) can also provide a useful
basis for the verification of a model involving parapetere estimeled using
a frequency-domain approach. Figure 13 gives an interesting illustration of
this time-domaip verification process, where the pitch rate response is
shown for the parameter sets obimimed veing the output-error approach both
with and without a time delay. The agreement between ithe measured and model
outpuits ie seen to be especizlly close for the mode)l thet was identified
with a time delay element included in the control input. The match is
particularly good during the first six seconds of the record. In both cases
the agreement is poorer towards the end of the record. This deterioration
mny be due to the fact that at the end of the record several variables are
ot their maximums excursion from the trim level and a lipear model may be
least appropriate at this point.

11 is also importiant to verify models using inputs other than those
upon which the parameter estimates are based. Figure 14 provides an example
of this type of sssessment where spectra are shown for the response to a
longitudinal cyclic DFVLR '3211', togetber with predictions based on the
identified model using the longitudinal cyclic doublet described earlier.
The response to o longitudinel cyclic doublet input, and predictions based
on the muliirun model described earlier are alsc shown. The overall
agreenent between the measured and predicted response is good in both
cases.

Figure 15 shows cowparisons of paramcter estimates from Tables 1 - 6
with corresponding values predicted by ithe HELISTAB helicopter flight
mechanice package. Error bounde associsted with these parameter eslimates
are shtown by means of dasbed lipes. In the pitching moment eguation, for
example, the four estimeies obtained for the stability derivative M. have a
mean value of 0.0029 which is very close to the HELISTAB prediction of
0.0024. For the derivative K. it may be seen that the HELISTAB prediction
represents o more 6table aircraft thar is suggested by the parameter
estimstes. Some correlation is also evident between the parameter estimates
obtained for M. and those for Xa.

Ectimates of the pitch damping parameter N, differ significanlily from
the predicted value in all coses except that for the outpui-error method
with the delay incorporated. The value of N, in Table S and the result
calculated uvsing the trapnsfer function approach are both very close to the
theoretical value from the HELISTAB program. This is encouraging in that
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good estimaies of this parnmeter are known to be difficult to obtain by
conventional time-domnin methods due to the contribution of rotor dynanics
to the short term pitch response to sharp edged cyclic control inputs®. The
derivative ¥ is also seen to be in close agreement with the predicted
value for the output-error method with the time delny paramecier
incorparated in the model.

One parameter which shows considerable consistency in ite estimates ie
Z<. Thie derivative, which is the only significant paramcier ectimnted in
the noranl force equation also shows small values of error bound. The
estimated values are close to the walue predicted by HELISTAB.

It is important to note that the error bounds for estimmtes obiained
from the equation-error method and the ovutput—error approach are not
directly commensurable since the assumtions mede in madelling the error are
different in the two cases. In the eguation-error method it is assumed that
there iIs no uncertainty in the independent states and biased estimates will
result if there is. In the output-error method, on tbe other band, unbiased
ectimntes can in prinmciple be obtained, to a first degree of approximation,
from measurements corrupted by noise.

Vith reference to the multirun approach discussed in Section 4.1.3 it
hns been stated elsewbere that this approach does not alwaye lead to
improved estimsties®™. In some cases parameters which are estimated well in
the single run case have degraded estimates when a combined or stacked data
set is used for the estimmtion, although cross—coupling parameters may well
be better estimated using multirun data. An alternative approach has been
proposed, known ae the method of successive residuals®, which involves a
systemetic process for combining estimates from single mapuuevres.
Encouraging results have been obtalned for the estimmtion of cross—coupling
derivatives using this approsch with simulated data from linear models. Ho
experience has &0 far been gained in the current programme of reesearch in
the applicatiop of this method to real flight data,

Other mejor continuing topics ©f research include consideration of the
range of walidity of six degree-of-freedons models across a much wider
flight envelope. Estimation of model structures and parameters for rotor
degrees—of-freedon is also being explored uveing simulation data and
measurementse from the RAE Pumza. In a further development, control lanputs
aimed at minimising the number of eingular values in the information mmtrix
are being designed to increase the effectiveness of flight testing.

8 CONCLUSIONS

The resultis presented in this paper show that frequency—domain
techniques provide a useful basis for belicopter parameter idesntificatian,
botb in terms of equation-error and output-error methods., The flexibility
of the frequency-dowain approach in allowing a restricted range of
frequencies to be considered in the identification of a six-degree-of-
freedom model has been shown to provide important practical benefits using
real flight data. Particularly encouraging are the good results obtained ir
cases where estimetes by copventional time—donein methods are knowe to be
adversely nfifected by rotor modes not included in the rigid-body model.

Singular value decomposition has been ebown to provide a useful
alternative to rank deficiernt solutions, and examples using flight data
have demonsirated the facl that improved parameter estimates may be
obtained from solutions based upon appropriate subsets of the available
oritbhogonal compunents. Scftware developed for the implementotion of
equation-error methodes based upon the singular value decomposition approach
now forms ap importast element of the integrated teool-kit for helicopter
parameter identifjcstion which is belng developed jointly by RAE (Bedford?
and Glasgow University. This software for singular value decomposition
allows the user to explare rapidly, and with ease, the effect of varying
the number of crthogonsl components and to select, on the basis of
appraopriate statistical measures, the optimm set of components.

An output-error method, specifically for frequency-domwin estimation,
hns been developed. A significani feature of the method is the ease with
which time delaye can be incorporated within the estimsiion procedure.
Initinl results have suggested tbat the inclusiov of these delny elements
can lead to improved estimates for parameters such as Xq in the pitching
momenl equation.

The freguency-domain cutput-error mcthod has beer used successfully to
estimate the damping factor, nstural frequency and other parameters of
single-input single-ocutput transfer descriptions. Preliminary resulis
obtained by thic method are encouraging and have provided estimetes of
stability derivatives which are in close agreement with valuves predicted by
the thecoretical HELISTAB model.

The experience reported in this paper hos served to increase confidence
that robust and reliable methods can be established for belicopter systen
identification. U.K. reeearch continues to strive to meet this objective.
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