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ON COMPUTING FLOQUET TRANSITION MATRICES OF ROTORCRAFT®

+G.H. Gaonkar**,” ' " D.S SimhaPrasadt " " and D Sastrytf

; Stablhty ana]yses of rotorcmft systems requlre Floquet transmon matrlces (FTMS)
which: are :the -state - transition: matrices:at the:end of one peried. . The FTM of such an
N dimensional system is computed either by the N-pass approach as an N x N .matrix,
by integrating the state equation N times, or by the single-pass approach as an NZx1
vector by integrating the modified state equation only once. Thers appear to be conflicting
claims .concerning the  efficiency :of different.:schemes-of ! computing ::rotorcraft.. FTMs.
Accordingly, both: analytical::and:computer generated data -are presented.on-comparative
efficiency:: of four: classes of: ‘methods—i) . Runge-Kutta:one step: type, :ii}) .Hamming’s
predictor—corrector. :multi-step :type, +iii) ‘Bulirsch-Stoer extrapolation-type and :iv)} hybrid
or Variable-step Variable-order iype, embodying the special features: of: one-step . and
multi-step -methods,: such as the: Gear  type, and ‘“the Shampine -and . Gordon - type.
Data with respect to.-single-pass ‘and N-pass ‘schemes’ are presented for four helicopter
models  “except tectcrlng—a rotor Having':one (N= 4) to’ five (N=20) ‘blades. Each
rigid “blade executes ﬂappmg and lead-lag motlons ~The analytical ‘treatment’ provides
a’ usefu] approxnnatlon to* machme fime - in ' N- pass and smgle-pass and -is ‘economical
to: use.” Though ‘illustrated with ‘Teference 1o 'a specific” s»heme it:"' adaptabie for
comparing different algorithms with rcspcct to machine time.” Data demonstrate that_
Hamming’s fourth order predictor-corrector method in single-pass is the most economical
with respect to three significant figure accuracy.
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1. Imiroduction @i i oiirnian

.Stability of a lifting rotor system.is -generally. analysed by finding . the  largest
mgenva]uc of the Floquet transition matrix (FTM)'. The crux of the problem boils
down to generating the FTM, a process which is computationally lengthy. After
all, the state equation, say of dimension.N,.has to be solved for discrete time values
over one period, the solution being repsated N times for N initial states. This
computational process is referred to here as the N-pass approach and is used in the
solutions :.of - many ' helicopter- problems!=3, " The use of the Floquet theory in'such solutions
is ‘due ‘to“Pelers and I{-Iohenemsm1 who 1n1t1atcd the FTM conccpt via: the Npass
dppmdch ENTT - : o ; S SR SR

1 An ‘alternative ‘to:the: N-pass+is :the single-pass ‘approach ‘in which the N %N
FTM -is-computéd -only -once as an :N2x:1l vector,: the N2 xNZ modified state: matrix
being identified with® the initial ‘state: [:1,0,0, ~...0;:0,1,0,0..:...0; ¢ 0,:..0.,,0,0,1'] % No
matter ‘which ‘algorithm: is:used, computational advantages -of the sanglempass overithe
N-pass ‘come from -three main . sources.:::First, the number of function-evaluations are
reduced -by N, 'a noteworthy feature for rotorcraft .whose: state: matrices involve lengthy
periodic -functions: :Although the time for function evaluations is:longer in::-the single-pass,
it . is more :than offset by the reduced number .of -evaluations... Second, : only ' the
original NxN, state joatrix. is dealt with in the computer program, although the modified
state matrix .is .of. dlmensxon Nszz . Third, .the same algorithm  applicable for.. - the
N-—pass with the le state vector xs dlrectiy appllcable for the. smg1e~pass wnth the
N2><1 mod1ﬁed state \ector 4

While computing the FTMs, the machine time saving through the single-pass approach
is well attested*~®. Hammond 4% et al. use the O(h*) Runge-Kutta-Gill (RKG) method
in N-pass and single-pass. Friedmann and Silverthorn® propose the O(h2) Hsu. method
in which the periodically varying coefficients between the two knots or azimuth discreti-
zations are replaced by the trapezoidal constant parameter approximation. FTM data from
this' method in single-pass are :compared with: those from the O(h*) 'RKG :'method in
N-pass...Further elaborations of the single-pass approach through the O(h?):Hsu method and
the O(h*) RKG method are given by Friedmann, Hammond and Woo’. Von Kerczek and
Davis® provide the FTM data of a periodic flow . problem in single-pass: using three: O(h?:
methods :  Runge-Kutta—-Classic!®, ‘Adams-Moulton Method’, and ‘Second Derivative
Method’. The last two methods are special ‘methods in that ‘they “use multistep formulae,
the usual combination. with an appropriate.predictor formula being replaced by a Gaussian
elimination formulation at each knot. Although the third method is favoured in reference
8, generating a set of derivatives of a state matrix is likely to increase the machine time and
to decrease the accuracy. The data concerning the use of these three methods for computing
FTMs are not comprehensive enough to allow any general conclusions to be drawn, nor is the
state matrix of the linear flow problem (N =5) typical of rotors. Chen® compared the O(h?)
Hsu method in single-pass with the O(h?) Runge-Kutta-Classic in N-pass, and the O(h%)
RKG and Hamming’s predictor—corrector method in N-pass with the O(h*} RKG method in
single-pass. In reference 9 the O(h*) RKG method in single-pass is also referred to as the
“Friedmann-Hammond-Woo method of order 4. Chen? also used an O(h?) spline function
approximation which is shown to be competitive for single bladed cases and is still in
developmental stages.
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- The emphasis thus far has been mostly on the computatronal advantages of the s1ngle-
pass -over:ithe N—pass ‘with - reference “to “one or ‘two ‘existing or proposed algonthms
There -also appear ‘to be conflicting* ¢laims as to the re]rabillty and machme time savings
" of different algorithms. : There still is much reséarch needed, not so much in devrsmg special
-methods for non-stiff initial value problems but rather in’ comparmg eﬁ'ectweness of known
1methods®-13,. - The present study concerns ‘such'“a comparison_ of methods used to compute
rotororaf‘t FTMS Compared to precedmg related studres 1t 1s complehensrve in several
respects : : : - c

1 An objectrve comparison of drﬂ"erent methods is achieved through computatronal
v1ab1l1tywmachme time sawug for a priori stipulated significant figure accuracy. An accuracy
of three significant figures is considered adequate, which is genela!ly mamtamed m most of
the -earlier studies . with Q%) type ‘methods. : B : S

2. The most viable method as determmed both by s:ngle p:lss and N—pass schemes
‘with respect to a smgle-bladed (N -4) model. Itis further, assessed. through single-pass. and
N-pass” computatlons ‘with respect to three hlgher dlmensmual systems—a rotor having three
(N==12) to five ‘blades (N 20). Each rlgsd blade executes flapping. and lead-lag motions;
For reasons of checkmg numencai and programmmg errors mter—-blade coupling eﬁ'ects
are mtentlonally suppressed 50 as to have the same N/4 repeatmg sets, of e:genvalucs of
the single bleded model. : TR = - SERRES

3. For each helicopter model machme~t:me datg are generated by using and ignoring
the sparseness of the state matrix so as to 1llustrate the sensitivity “of ‘machine-time’ data to
programmmg eﬂic1ency :

- 4- “The state of the art for non—strﬁ' mztral value prcblcms 1s establlshed "’ ‘3 and sthe.
numerlcai methods are conventlonelly grouped into.. four categorles“—-r) -one-step - (Runge--
Kutta type”) i)’ mult:——step (predretor—corrector type“), iti) extrapolation (Bulissch-Stoer.
type!’!?), and iv) hybrid or variable-step variable-order (Gear type!’.'? and Gordon
and Shampine type'™1?).  Widely used methods in engrueermg from eech of these oategories
are selected for comparative testing. - 2

5. Ananalytical formulation is suggested which provides useful apploximations to
the observed machine-time resu]ts and which.js economical to use. . Although- the . estimated"
machine-time data are based on Hamming’s predictor—corrector algor:thm the formulation
is adaptab]e for comparatrve testmg of drfferent algorxthms wrth respect to machme l‘.ll'l’lc :

2. Dat'i Gen esis

»Data including machine times concern” FTMs, and ‘damping’ Ievels Whlch are the
reql parts - of  logarithms “of characteristic emponents “ATl the mgenvalues of FTMS or
the characteristic multipliers are computed using Ihe subroutme ‘of reference 14 These'_
data are-generated with ‘respect to “four" helrcopter ‘models except teetermg a rotor
having - one {(N=4):to five (N~20) rigid blades. ~ Bach "blade executes’ ﬂappulg and.
jead-lag - motions*as treated in reference 15 for ‘the single’ bladed ¢ase and in refereuce 16::
for ‘the :multibladed -case. Inter—blade couplmg ‘effects due to ‘dynamic mﬁow17 etc.
are: intentionally 'suppressed ‘so as’to have N/4' repeatmg pairs of exgenvalues of the'f
single-bladed : model.” “ The  absence “of repeating pairs indicates - presence  of | numerical
or:programming ‘errors. Followmg Lambert” numerical methods for initial valuc'
problems: are ‘classified into  four ‘groups, as noted in table 1 (and “table 2, column n,
which - also includes the six ‘methods selected for final comparison.
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... The first group refers .to one-step methods: among -which -Runge-Kutta ‘type methods
are ‘the best known. The literature concerning Runge-Kutta type methods: is extensivel®13,
e.g. error estimates thh step—doublmgu"i9 and modifications due: . to.Gill; Felalberg“'12
Vemerm'“ and others”’ 13, However in rotorcratt solutions, “Gill’s version through:the
IBM package DRKGS. is probably the most w1dely used2:4-719:1617 4 Ty table L+ “only
two Runge—Kutta type schemes due . to Glll ~and . Fehlberg -are 1nc]uded The Ohg
due to Verner“’-*“‘L s found, to. be almost 1dent1cal to these two with respect to machine
time and accuracy.  The second group refers to multi- -step methods among which:" the
ABM method!! (Adams-Bashforth predictor with Adams-Moulton corrector} and the
Hamming . predictor-corrector. (Hamming)" method1 3:9:10 1gre widely used.” The dlfference
between the ABM. and Hamming ‘does not . seem™ 1o’ ‘be iof “much significance w:th
respect . to.: machmc time and: accuracy,” and -only the ‘O(h*) Hamming ‘method based on
IBM package DHPCG is used here. - The third ‘group ‘refers to extrapolation methods
among which the Bulirsch—Stosr scheme is well appraised in the literature'''® for
cases ‘involving lngh accurdcy ‘and" cheap function evaluations _Fo:' this scheme well
tested ‘computer packages” are given in “references 12 and 14, 'The  package used ”in
the  present study is " from™ ‘reference ‘14 called DREBS “The fourth, group refers

the" variable-step variable-order (VSVO) schcmcs“J 13" which rece;ved mcre'tsed thleﬂtloﬂ
in ‘the numerical ‘analysis literdiure.  ~Since’ VSVO schemes are’ of recent ortgm _;mc_l
they -are ‘extensively covered in the literature two ‘schemes—one due to Gearm_ and
another doe to Gordon and Shampme”—-are selected L

3_-.__-_ APlJz‘ok'i'ma'te.Estimation of -Exeéutioﬁ--’.[‘ime_-.l-w i R

An exact analyncal esnmatlon of the tnne taken for the computatlon ofa FTM
by :the  N-pass-and ‘single-pass’ approaches is zmposmble There are several factors
which: ‘arenot - amenable to snnple treatment thcsc can be ClaSSlﬂed mto thrce broad'
-categorles R : . s o

l'."""programmmg deta1ls such as branchmg, Ioops, 1nform'1t10n ﬁow betweeu subprograms
and book-keepmg operatlons.

2 -diﬂ'erence : between‘ integer and floating point opelatlons '. I
3. an exact a priori count of steps or discretizations for the stipulated tolerance.

Of these, the first category. is the most, difficult .to treat... As: for. . the. second
aithough it is p0351ble to lnclude an. exact count of integer mode operatlons it will
compltcate the expressmns.: In. the ana!ys1s to follow, all the integer mode operations'
are neglected since the. bulk of. arlthmcttc operartons is in-. ﬂoatmg point sand:since any
authmet;c operatlon takes conmderably shorter time:in . the . integer : mode - thant-in: -
ﬂoatmg pomt._ Fmally, the_th[rd factor can not ‘be estimated. .:But . jit.:canbe
controlled in . ‘that the .step-size. remains essentially unaltered by approprmte -combi~
pations of step -size “and tolerancc In . general, sophisticated...computer :codes. for-
initial value problcms choose the step size. automatically  in:.such’ a way that an estlmate
of the local truncatlon error is less thdn the specified tolerance. ..It. must-be:  noted,.
however, that in most 0[' the w1dcly ‘used computer packagcs the truncation  error - ds:
estimated ‘at each step whether or mot thls mfonnatlon is .used. to.alter the step-size.
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In the sequel the computation time isestimated forthe O(h*) - Hamming ‘method only.

A formulation for estimating machine times for other methods could be developed .on- similar

. lines. The accent here is on explaining the observed trends rather than on precise estimation,

The analysis shows in quantitative terms the factors going into the superiority of "the 'single-

pass approach over the N-pass. However, in view of the three factms mentxoncd above, the
actua] computation times are expected to be somewhat greater

" Consider the state equation for the N x 1 state vector X(t)
X=A®X

with initial state X(te} = X o. Bye passing tl1e deta1ls of start:ng va]ues -Hamming's
predictor-cotrector sequence runs as follows?'10: - : o

Predic_tor: _ ____P“; = XJ 3. T 4h (gx xJ 1+ 2X1-2) N I aE S (@

Modlﬁer M,+1 _ P,,,l i % : C’) | : _. o (3)

My = A(g,+1)M,+, R I e o
Cd@éféf .C;Ql. l9X X ~zf%__3_h(MJ+1+2X, X;. m Co )
Final valuc: ..Xm. -: i+1 + ;%r (P_H-l Cm) o o (6)
Local trunation etor in X1 = 5 (Bir-Cin) I O

Control of ‘wcuracy and adjustment of stcp mze IS done by ge:neratmﬂr the foliowmg
test - value : : . : :

2 ai | Pietsi — G (8)
i=1 R

where the coefficients ai {(i=1,2,..,N) are specified error wewhts ‘and p”],l and cH,,, are the
i-th components of P,,,l and CJ+1 o : o e

Followmg Ralston and Wl]f20 If we denote by T the tlme reqmred to compute A(t}X

(that is one f'unct;on evaluatlon) then the approx:mate tlme to compute (2) to (6) and. Xau is
gwenby : _ ; it e

27 + N(Iﬁa + 5u) R EALE (9) )

where @ is the time for one addition and p is the tlme_ for one multxpllcatlon _I'_-'"‘l_l.rthcr the
tlme requlred to computc (7) and (8) is gwcn by2° . L y

Ignormg all the book——kecpmg operattons in thc ﬂow, we arrlve at the estlmated tlme per'

step .of, the 1ntegrat10n asg?®.

2r + N (ISa + 6,&)
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© 1f n.denotes: the: number-of b]ades and cr, the totaI number of steps taken, then we obtam
the cxecutlon times a8 follows : . P . S _

N- pass . (N -==4n)

“Total time = 4nof27n +4n(18a+6y)]f___: L
- o-[8nrN +96n2(3a+m1 R ¢ )

Single-pass : (N =16n?) |
Tbtal time = of2ts +96n2(3a+ wh . (13)

In equatwns (12) and (13) Tyand 7s are times for a smgIe functlon eva}uatmn m N—pass
and smgle—pass approaches respectively. )

1t is possible to estimate 7y and 73 ‘analytically for specxal cases. However, they are
problem-dependent and hence, are of no general utility. In the present study they are taken
directly from computer experiments (table 4), and are then introduced into (12) and (13) to
obtain the execution times for 1,3,4 and 5 bladed rotors (tab,Ie _5 and_ ﬁgures 1 and 2)

For the system treated, matrix A(t) is banded, the larger the number of blades and }ess
the inter-blade coupling effects, the greater is' the sparseness in the: state matrix. Rcsults
exploiting this sparseness are also mcluded in tables 3 and 5 and m ﬁgures 3 and 4 as
eIaborated in the next sect1on il il . ; :

4 D:scusswn of Data

The data are presented here W1th reference to two a p[‘lorl crltena ¢ i) economy  as
assessed through the C.P.U. time for program execution (execution time) and i) aceuracy
as assessed through the number of sxgmﬁcant figures computed from tbe formula“

| x-x* |

ESE

1n relation (14), x* is the computed value, X, the reference value, and r, the number of
significant figures, Values obtained through the O(h?) Bulirsh-Stoer scheme® with. a starting
step-size of 217/100 are taken as exact, since this scheme is known for its high accm‘.'stcy9 1011
The execution times are routiné computer data. ~ Similar data pertaining to C.P.U. time for

completion are not reproduced here since they quahtanvely confirm the com[.arzsons
cstabhshed through executlon tlme data.

mcludes character:stic exponents sxgmﬁcant ﬁgures, modulus error, exccutlon tlme etc
More than 90% of the total eéxecution time to compute dampmg levels is for FTM compu-
tations. -Spot checks with respect to randomly selected elemenis of FTM provide the same
significant figure accuracy as observed through damping values Slnce it is more realistic to
compare data with reSpect to unique damping. levels "of engineering “interest, ‘the sxgmﬁcant
figure accuracy, as in reference 9, is computed with respect to damping.:- Cons:derab]e trial
and error is ‘expended for selecting as large a tolerance value as possible to achieve an
accuracy of atleast three significant figures. All the algorithms have built-in mechanisms of
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~-altering the step-sizeiin responseito the: stipulated tolerance..- However: ithese -mechanisms --of
".automatic step-size:control vary from a!gonthm to algor:thm, ‘being. based.-on’: “heur;st:c
_ #tuning’”.of different error :control: cr;tema ‘for-details:sec Lambert!t. ’Ihough quantltatwely,
“ the. results A0 be presented ‘here ‘may:: ‘require ‘some; correction dueito ‘using - mnon-optimal
‘combinations of step-sizeand- toierance for:the: requlred accuracy, the establlshed comparatlve :
-trends of v1ab1hty of dlﬁ‘erent methods shoutd remdin vahd B :

_ From the data in tablez 1t is seen that all the six methods prowdc an accuracy of '
_atleast three mgmﬁcant ﬁgures chardmg execut!on tims, the Hammmg ‘method takes the
least amount and the Bullrsch Stoer method, the highest. “The next: “best” mcthod ‘is die .

' to Gordon and Shampme follchd by the three Runge-Kutta methods due to GII] Fethera o

‘and Verner’ (not shown in tab]e 2). Obsewe that the Go1don-Shampme method 1nsp1te of its
overhead costs of self- startmg, automdtlc seIect1on of step size and order, is competltwe to
‘Runge-Kutta type ‘methods.” This is due to’ 1ncreased number of functlon evaluatlons in-
' Runge-Kutta type methods whereas the Gordon Shampme method is baswally a predlctors
cotrrector typc method ‘as far as the number of functlon eleuatmns per step s concemed :
'The Gear melhod is not found to be compeutsve. _' sl : - :

- Of‘ parucu]ar mgmﬁcance is: the execu’tion time dat'L of - tabIe 21 m smg!e pass and N pass
approaches. - ‘The Substantial: saving through Smg]c pass is clearly seen. ' It is consistent with
the physics of the problem since hftmg rotors do mvoive lcngthy“permdtc functlous “For the
single-bladed case (N ==4) the saving through ‘single: pass 15 close 'to '59% ‘in “the’ Hammmg'

schemes and to 53% .in the RKG schéme, “Similarly, ‘the ‘saving through the ‘two . VSVO.

schemes ‘is -about 40%. : Further elaborattons of the smg]e pass approach Wlth Hammmg s i
" discussed in tables 3t0 5 The data pertammg to “‘Full” ‘indicate that’ sparscness of the'
“state" matrlx i not taken mto account in f‘unctaon evaluations, whereas, data pertammg to
' “Sparse 1nd|cate that on]y non-zero elemcats are. 1ncludcd tn the f'unctlon ¢ luatlon ; :

As seen from table 3 the hlghet‘ the system dlmensmn the greater is the savmg thlough
“the smgle-pass approach.” :This saving increases from 599, (17 seconds compared to 7) for the
. single-bladed case to about 71% (160 seconds compared to  551) for the five-bladed case,
without explo:tmg sparseness. “When sparseness is exploited, a token of efficiency in’ program-
ming, the saving for the five-bladed case is close to 79% (i.e. 99 seconds compared  to. 482). .
1t is worth observmg the . s:gmﬁcant savmg both in N—pass ‘and s:ngie-pass by explmting
sparseness “for the: ﬁve—bladcd case, 482 seconds compared to 551 (13% in, N-pass and
99 seconds compared to 160 (389%) in smgie pass. Itis mennoned in passing that. sparseness
decreases with thc mclusmn of mtcr-blade coup]mg eﬁ'ects such as dynamtc mﬁow feedback
..etclﬁﬂ BT : R D Sl I T ST S ST

Data in tables 4 and 5 coucern an analytical formulatron of est:matmg execut;on t1me '
As stated earher the time for one: function evaluation’is obtamcd 4s computer data ‘which ‘in
conjunction wath formulas (12) and (13} give the execution time /to’. ‘compute ‘the FTM. In
single-pass the tlme for one functlon evaluation is hlgher since the modified state matrix . is. of .
.dimension’ N2 % N2, whereas in N-pass it is of dlmensmn N xN. - For example, for the five- -
bladed model the times for ¢ one function evaluation are 0.124 and 0.378 'seconds. respectwe}y '
for the N-pass and Smg]c pass approaches without exploiting sparseness. - When sparseness 15'-_._
exploited the time for one function evaluation is 0.148 seconds in single pass—a reduction of
s.pprommate]y 2.6 times (0 378. compared to .0. 148) and it is 0 094 seconds -in.. N——pass-—-a
redaetlon of" approxlmatc]y 1.3 times (V. 124 compared to. 0 094) As. expected sparseness ‘has
more pronounced effect m smgie pass than m N-pass, . . Gootiiie Gt
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leen the sxmphﬁcattons made in der1v1ng equattons (12y: and H(13), data-in ‘table.5
'correlate reasonably well:with the data in table 3, as:graphically presented 40 Flgure ‘1.

__Fzgurc 2 concerns:the ratio of: machine times for FTM :as obtdined: through computer (last
‘but’one column i in table 3) and from" formula.t, (12) and (13) (last but'one column in table 5),

_ .Notc that concernmg data’ prescnted in Figures T- ‘and 2 sparseness of the state -matrix zis: not

- eproned Similar sets of data, when sparscncss of thc mutr:x 1s explotted are graph:cally .
o preseatcd in Flgures 3 and 4 SRR - - - _ : S :

.' ::5 Concludmg Remarks

The mtent ofthe prcccdmg stu'cly is to establish comparatwe trends concermng the
:wab:hty ‘of dlﬂ'crent Iiumencal methods to compute rotorcraft FTMs.. Mam .assumptions
‘and snpulations of thlS study are _ 1) ‘Double prectsmn artthmetlc on 1BM 360/44 is
adequate to prowdc at least an accuracy of four. s:gmﬁcant ﬁgures 11) Thc C P.U. time, for

execution is a ratjonal baszs of' comparmg dlﬂ'ercnt methods w1th rcspcct to savmg in machmc

o time 111) 'While computmg cxgeuva]ues ﬁccordmg to rcf‘erence 14, ‘the computatxoual errors

- are equally distributed with respect to all the numerical methods xv) The selected computer

_packages are equally efficient with respect to all the . methods v} The. refeieuce values agree

~ with the. “oxact" at least up to four. s1gmﬁcant figures Vl) It is rattonal to..compare

. different methods w1th butlt -in step -size control by selecting by tnal and error the ldrgcst
' '_tolerancc value to achxeve thrce sxgutﬁcant ﬁgures accuracy SRR

Suchct to the corrcctuess of the abovc 'assumpttons and stlpulatlons,“' the data

_':fdcmonstratc the. followmg i 1) Hammmg 5 predlctor corrcctor method in: smgle—pass 1s ‘the : -
most viable w1th respect to ‘three sngntﬁcant ﬁgure accuracy 2) The analytmal formulatlon -

_::reveals thc advantagc of the smglc-pass approach over.ithe N pass, prov:des usefu] approm-
' ‘mations to machine-time data, and is an’ ecouom_tcal and feas1ble approach of comparmg
__d:ﬂ'erent methods w:th respcct to machmc time. .. LT : kg .
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TABLE 1

. Selected Methods and Groupmg

- Generic. group, - -

“Order in ‘terms of =

step-size h

.Ren:.larks

. 'Runge-Kutta-Gill

- Smgie—step

| 1BM:ssp, package
-_}---DRKGS .

'Ru'nge-Kutta—Fehlberg

o ..,.-Runge -Kutta, typc

Ly SEET I

Followmg 'rcferences

. "Hammmg predactor-corrector'

SEREE .Multistep.;"_'- e

:"IBM—SSP package
| prEPCG -

Bulirsch-Stoer Q‘

T E#t’fépolatiq:ﬁ

- ﬁ: _F(__)l_lowmg reference
1. 9for O(h%) and TMSL
- package DREBS for
. o%) from reference

14 :

Gear .

ysvo (Varlable Step-'f“
: 'Varlabie Order) R

‘selection |

. - R R Follbwing reference
~ automatic order |’ 12 (for most of the
. calculations theau-
~tomatically selected

5_ __order _was- 7).

_Gordon-Shampine N

.” T

: 'Followmg reference
S 13.(for most of the

calculations the au-
tomatically selected
order was 9).




TABLE 2

Viabillty of d:fferent methods w:th respect ‘to a single bladed mode]

Significant | Modulus |€F Utunemsecondsi:

: ! . I lx—x$l? . | .
MCthOd et I __....Flgen?ah%ﬁs_ = : B ; JEN E '-ﬁguresT’r - i-erroes . | N'_.p'as's' Single' pass

: ' : ~0.003531 + i 0389068 | _:ﬁ- - BT IR EERT
Bulirsch-Stoer® O(h?) —0.308186ii0.107021 - — Y Pt

e Kb 3 ~0.003519 4'i0.388323 | 0.0034 s o oooors |
" _ 4 . Wis PR R
~ Runge Kutta. GIII 0(111 ) ~0.308026 -1 0.106284 . =] .-0.00052.. .| -3 | 0 00039 36 -".17.-_

_0.003519 & i0.388323 | . 0.0034 3 0.00075

_ ! .
Runge-Kutta-Fehlberg O(h*) -0.308026 + 1 0.106284 _ 0‘00052 3 000030 | 35

TI-sy

Hamming O(h%) 0.003519 4 i 0.388323 0.0734 3 0.00075 17 f 7

..... - ~0.308026 + 10.106284. ... 0.00052. .} .3 ... ] 000039 .1 .l

- - % 4 : .
Bullsch-Stoer H0() | o3oset1 xiodoras | oooa | 3 Jooooso | M2 | 23

Geaiiy " H T b ~0.003516 + i 0.389381" £0:0042 3 0.00031. | - oo | g

~0.308968 & i0.107751 - 00025 | 3 . 000098 | .

~0.003519 + 10388323 | 0.0034 : 0.00075 -
~0.308026 £ 10107284} 0.00052 3 | o003

W

Gordon-Shampirie’

g i 16 _

+ With resoect:to real part of elgenvalues (damping: ievels) :
Tt With x and X* representing respectively the reference and - calculated ‘values, the number of 51gn1ﬁcant
- figures (r) .is caleulated - from. the formula..| x-x* [/ [x| =4..1007% B S . S—

i Computation of FTM only SR I L O L RN
It Results correspond to N -pass. Single - pass results are_mg@rgina]ly better




Companson of N—pass and smgle-pass approaches

: "T"A B':,L:;E;:--'::S'..' R

(From Computcr)

= usmg Hammmgs predlctor-corrector algo:rlthm L

Number

of

._blades L

_ CPU time in seconds

- N-pass.

._...sing.]e_pass . .E

g 'S'i'ng]_é'-pa';e,s
- N-pass

s E%DH .

'.Sparse "

Sparse |

0412 |

e .

| 1..52 sl s

54 0

0.322

0.263

o281 o8

66

0310

03 |

1. _'.-_.55'1_[

160 | e

0.291 s

. *. No 'appreciablg'_s_parseness RIREE
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TABLE 4

Time for a single fanction evaluation in seconds

- (From Computer)

Number
of

...bladcs

| Single-pass

L Sb"a’r's'e” L

~ Sparse

o 0128 PR

10.0156

70,0144

0.0496 - . e

-0.0476 -

- 0.1136

0.0668

0.0728

0.0672

02152

0.1008 . . |

0.1240

| _0j0940'_5

0.3780

0.1480 :

' TABLE 5

Comparzson of N—pass aud Smgle—pass approaches usmg

Hammmg s pred:ctor-—corrector a]gorlthm _
' (From ana]ysm) e

Number
of
blades.

....CPU time' in .'secon::ds

single-pass

;siégie.'péss B
N - pass

N—péss

Full .

Sparse

Full

. Sparse .|

CFull o

-Sparse

1 (N=4)

10.32

3.20

0.310

126.65

121.86

30.33

20.98

0.240

0.172

246.50

228.58

56.58

33.70

0.230

0.147

5,(N=20)

517.15

397.15

96.75.

30.75

0.187 .

-.0.128

* No. appreciable sparseness
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Fig. 1. CPU TIME ON IBM 360/44 FOR COMPUTING FTM
(Sparseness of state matrix not exploited)
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Fig. 2. RATIO OF CPU TIMES SINGLE PASS/N-PASS
{Sparseness of state matrix not exploited)
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Time in seconds
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Fig. 3. CPU TIME ON IBM 360/44 FOR COMPUTING FTM
{Sparseness of state matrix exploited)
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