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This paper presents a method to perform Navier-Stokes computations with the overset grid (or
Chimera) approach with grid overlap on body surfaces. The method allows a correct transfer of
1. In  vari-
the flow variables in the boundary layer near curved surfaces. Without the correction the flow is
disturbed at the Chimera boundaries.

The functionality of the new method is demonstrated for a simple 2D NACA 0012 test case and
a more complex 3D helicopter fuselage with wind tunnel support strut. The results for the heli-
copter configuration are in good agreement with measurements and a computation with a stan-
dard multiblock grid.

troduction ment) which allows the correct transfer of flow
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The overset grid technique (also known as Chimera
grid technique) has been proven to be a reliable tool
to compute the flow around complex configurations.
This method introduced by Benek and Steger [1] al-
lows to subdivide the physical domain into separate
regions and to generate a mesh for each region. In
contrast to the multiblock approach, the meshes over-
lap at the grid boundaries. If some grid points lie in-
side a solid body, these nondiscretizable grid points
are excluded from the flow computation. The re-
moval of points is called hole cutting. At the Chimera
boundaries and hole fringe points flow data are trans-
ferred from an overlapping donor grid. This intergrid
communication is usually established by interpola-
tion techniques.

Most of the current Chimera computations are per-
formed for bodies in relative motion, for example,
store separation or helicopter configurations [2]-[6].
A second way to use the Chimera technique is to
make the grid generation process easier. This ap-
proach allows to mesh complicated configurations
with a set of relatively simple overlapping body-fit-
ted grids [7]. In this paper the second approach will
be followed.

The application of the Chimera method in general is
easy. But care must be taken if a grid overlap exists
on a body surface especially for Navier-Stokes flow
computations. With a standard implementation of the
Chimera technique the boundary layer is strongly
disturbed at Chimera grid boundaries. In order to
overcome this problem a method was developed
within the French-German project CHANCE (Com-
plete Helicopter AdvaNced Computational Environ-

ables.

The paper is structured as follows: First, the numeri-
cal method is presented which was used to compute
the results shown in this paper. In the third chapter
the problem of flow disturbances at Chimera bound-
aries is described and the method to overcome this
problem is presented. In the fourth chapter, the new
method is applied to a helicopter fuselage with wind
tunnel model support strut. The results will be com-
pared with experimental data and standard multi-
block computations obtained during the BRITE-
EURAM HELIFUSE project.

2. Numerical method

2.1 Basic solution algorithm

All computations were carried out using the DLR
flow solver FLOWer [8]. FLOWer solves the un-
steady, compressible three dimensional Reynolds av-
eraged Navier-Stokes equations on block-structured
meshes. The approximation of the governing equa-
tions follows the method of lines, which decouples
the discretization of space and time. The spatial dis-
cretization is based on a finite volume method, where
the flow variables are calculated at the vertices of the
grid cells. The control volume is build by the eight
cells surrounding the respective grid node. The fluxes
through the cell faces are approximated using a cen-
tral discretization operator. Since the finite volume
discretization based on central averaging is not dissi-
pative high frequencies are not damped. In order to
avoid these spurious oscillations, a blend of second
and fourth differences is implemented according to



Jameson [9] with modifications by Martinelli [10]. on a body surface the flow inside the boundary layer
For the integration in time, an explicit five stage
Runge-Kutta time stepping scheme is used.

The convergence can be accelerated by implicit re-
sidual smoothing, local time steps and multigrid.

2.2 Turbulence modeling

In the FLOWer code, turbulence is modeled either by
the algebraic model of Baldwin-Lomax or by more
general one or two equation turbulence models. In
this study, the Baldwin-Lomax model and the LEA
k-ω model is used (LEA = Linearized Explicit Alge-
braic stress) [11]. The LEA k-ω model represents the
linear part of a non-linear explicit algebraic stress
model written in terms of the Wilcox k-ω formula-
tion. It combines the advantages of Reynolds stress
modeling accuracy with the numerical advantages of
the eddy viscosity concept.

2.3 Preconditioning

For small Mach numbers the classical methods used
to solve the compressible Navier-Stokes equations
may give poor results since the governing equations
become numerically stiff. In order to overcome this
difficulty, a preconditioner, proposed by Choi and
Merkle [12][13], is implemented into FLOWer.

2.4 Chimera method

FLOWer has full Chimera functionality [14]. The
method allows for arbitrary hierarchies of grids: Ev-
ery grid may overlap with an arbitrary number of
other grids which may overlap themselves.

The transfer of flow data at Chimera boundaries is
performed by trilinear interpolation. In order to de-
termine the donor cell and the interpolation coeffi-
cients for a given target point, first the donor grid is
searched for possible donor cells with an alternating
digital tree search algorithm (ADT) [15]. The ADT
gives the indices of one or more cells which must be
checked more accurately. For this, each cell is subdi-
vided into six non overlapping tetrahedrons and it is
tested which tetrahedron encloses the target point.
This tetrahedron is used to calculate the interpolation
coefficients.

In order to define „holes“ in a grid all points lying in-
side a user specified volume are blanked. The vol-
umes may be boxes, cylinders, grids etc. .

3. Overlapping surface grids

The Chimera method as implemented into FLOWer
gives good results if the Chimera boundaries are
away from body surfaces. But if a grid overlap exists

is disturbed at the Chimera mesh boundaries. An ex-
ample is given in figure 1: It shows a 2D Navier-

Stokes grid around a NACA 0012 airfoil. Near the
leading edge, all grid points lying inside a rectangu-
lar box are ‚blanked‘ and are therefore not used for
the flow calculation. The blanked region is covered
with a small body-fitting grid. The resulting pressure
and friction distributions for the airfoil at Ma=0.8
and α=1.25o using the Baldwin-Lomax turbulence
model are shown in figure 2. While the pressure dis-
tribution is as expected, the friction distribution ex-
hibits very high values in the overlap region. Further
investigations with other test cases show, that this
problem does always occur for overlapping grids on
curved surfaces. The magnitude of the error depends
on the curvature and the cell aspect ratio of the sur-
face grids.

The reason for this phenomenon is the different dis-
cretization of the body surface with the overlapping
grids. This results in a wrong transfer of the flow
variables at the Chimera grid boundaries. For the fol-
lowing explanation a spatial discretization with the

Figure 1: top: Chimera grid around NACA 0012
airfoil;bottom: detailed view
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flow variables being discretizied at the nodes of a
grid is assumed. Similar considerations are valid for
a cell centered discretization.

Depending on the shape of the body surface, two dif-
ferent cases occur: Figure 3 shows an overlapping
grid near a concave surface. It is evident that one

point of grid 1 is outside of grid 2. This is caused by
the straight grid lines between the nodes of grid 2.
An accurate interpolation of flow variables for this
grid node is therefore impossible. It is clear, that for a
higher surface curvature or a higher cell aspect ratio
even more grid nodes of grid 1 may be outside of
grid 2. In the case of a convex surface, see figure 4.
all grid nodes of grid 1 are inside of grid 2. The inter-
polation of flow variables is therefore possible.
Nevertheless, the interpolation coefficients are still
incorrect, since the surface grid nodes of grid 1 have
a certain distance to the wall grid line of grid 2. In
figure 5, top this distance is marked with . With a
standard implementation of the Chimera method the

flow variables are interpolated from the donor mesh
at the physical locations of the target grid points ‘i‘.
Concerning the distance to the wall this introduces an
error in location of  and results in a wrong transfer
of the flow variables. It is evident that this error will
vanish for an infinite refined mesh.

Remembering the given NACA 0012 example, the
velocity is highly varying inside the boundary layer.
Therefore, small errors in the location of flow trans-
fer result in high errors in the transferred velocity
profile which implicate the observed wrong values
for the skin friction (figure 3). In contrast to the ve-
locity, the pressure is almost constant inside a bound-
ary layer. Therefore, the pressure distribution is not
influenced by this flaw.

In order to overcome the difficulties, two methods are
possible: First the interpolation coefficients can be
calculated with the grid generator since it uses the
exact geometry of a configuration. This requires a
calculation of the coefficients based on cells with
curved edges. The disadvantage of this approach is
that for a given grid the original surface geometry is
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Figure 2: Pressure and skin friction distribu-
tion without wall correction
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Figure 3: Grids near concave surface
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Chimera
boundary grid point

no. of target

target
grid

donor
grid

δ

4
3
2

1

5

Figure 5: Principle of wall correction, top:
original grids; bottom: modified target grid

δ

45.3



possibly not available. Furthermore it requires the 8. Repeat step 2) to 7) for all Chimera points lying

coupling of the grid generator with the flow solver
for unsteady computations. Due to this reasons a sec-
ond method was chosen to compute correct interpo-
lation coefficients. It uses only the grid coordinates
of a given grid.

The principle approach with the new method is to
modify the target grid in a way that the Chimera
points lying at a wall are shifted to the wall grid lines
of the donor grid, see figure 5. Then the standard in-
terpolation scheme can be used to derive the coeffi-
cients. Afterwards, the regridded target grid is not
needed anymore since the flow computation still uses
the original grids.

The algorithm for this procedure in 2D is:

1. Create a copy of the original target grid.

2. Find a Chimera point of the target grid which lies
on a wall (point ‘1‘ in figure 5).

3. Construct a line normal to the wall and through
the target point.

4. Compute the coordinates  of the inter-
section of the line with the wall grid line of the
donor mesh. This involves a searching process for
the matching wall cell of the donor mesh.

5. Compute a vector from the target point ‘1‘ to the
intersection coordinates

(1)

6. Take the grid line of the target grid, which starts
at the target node and is normal to the wall, and
compute the arclength from the target point to the
other points of the grid line (points ‘i‘ in figure 5).

(2)

7. Shift the target grid node of the copied target
mesh to the wall grid line of the donor mesh.
Shift the nodes of the grid line normal to the wall
also in the direction of the donor wall grid line,
but with a decreasing shift distance for an
increasing distance to the wall

(3)

(4)

The weighting function  depends on the ar-
clength  which was calculated with
equation (2):

(5)

at a wall.

9. Use the modified target grid for the computation
of the interpolation coefficients.

The extension of this method for a three dimensional
grid is straight forward.

With this wall correction the boundary layer data are
transferred correctly at the Chimera grid boundaries.
The computed friction distribution for the
NACA 0012 airfoil is now as expected, see figure 6.

4. Application to helicopter fuselage

This method is also applied to a flow computation
around the EUROCOPTER DGV fuselage. The re-
sults are compared to measurements and computa-
tions performed within the BRITE-EURAM project
HELIFUSE [16][17]. One experimental setup was a
simplified fuselage which was mounted on a model
support strut for wind tunnel testing. Previous inves-
tigations have shown, that the fuselage drag can be
predicted accurately only, if the strut effects are taken
into account [17]. While in [17] a standard multi-
block mesh was used for the fuselage-strut configura-
tion, for this paper the Chimera approach is pursued.
The grid system consists of a three block grid around
the fuselage which is overset with a grid around the
strut, see figure 7. Figure 8 shows a detailed view of
the overlap region at the surface.
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with wall correction
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The flow is computed with FLOWer for the Mach
number 0.235 and the Reynolds number 30∗ 106.
These conditions correspond to the HELIFUSE test
case TS2. Two flow calculations are carried out: For
both preconditioning and the two equation LEA-k-ω
turbulence model is used, but one is performed with-
out any special wall treatment, while the other uses
the wall correction as described above.

The computation without wall treatment shows a
highly disturbed flow at the grid overlap region (see
figure 9) whereas the computation with wall correc-
tion gives proper surface stream lines as shown in
figure 10. The iso-friction lines are also continuous
across the overlap region, see figure 11.

Direct integration of the flow quantities in order to
compute the global forces (lift, drag, moments)
would count the forces in the overlapping regions
more than once. Therefore, a postprocessing tool was
developed which reads in the coordinates of the body
surface and the corresponding flow variables. Then
the tool removes the grid overlap. This introduces a

gap between the grids which is filled with triangles as
presented in figure 12. The resulting grid covers the
body surface only once and allows to compute the
global forces. A similar tool was developed by Chan
and Buning [18].

Figure 7: Grid setup for HELIFUSE Configura-
tion

Figure 8: Overlap at wall and hole for fuse-
lage and strut grids

Figure 9: Streamlines without correction

Figure 10: Streamlines including correction

Figure 11: Local friction at surface including
correction
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5. Conclusion

A method has been developed which allows the cor-
rect computation of the viscous flow for Chimera
computations with overlapping grids on curved body
surfaces. The algorithm has been implemented into
the FLOWer flow solver. The functionality was dem-
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the computations with LEA-k-ω turbulence model
are in very good congruence with experimental data
and results obtained with a standard multiblock com-
putation.
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