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Abstract

The paper presents an effective method to evaluate the unsteady flow field around a rotor through
a Computational Fluid Dynamics model based on the actuator blade approach. The actuator blade
extends the classical actuator disk model without the necessity to perform time or azimuth averaging
operations. In this way, a time accurate investigation of the influence of the rotor wake on the rotor
itself and on other non-rotating parts (fuselage, wings) can be performed. The method exploits the
overset grid technique to allow an easy identification of the location of the sources distributed in the
flow field to enforce the correct blade loads. The kinematics and the dynamics of the rotating parts is
computed thought the coupling with a multibody solver and transmitted to the CFD as movement of
the independent surface grids associated with each actuator blade. This allows to keep into account both
rigid and elastic movements, including those related to movable surfaces. A comparison with experimental
results obtained for a four blade tiltrotor are shown to verify the quality of the prediction of the flow field.
Additionally, a comparison with the results obtained through a classical actuator disk allows to quantify
the effects of the employment of the time-accurate approach with respect to the time-averaged results of
the actuator disk model.

1. INTRODUCTION

The simulation of the flow field around a heli-
copter or a tiltrotor is a formidable task that still
requires a large computational burden to be ac-
complished. As a consequence simple, inexpensive
computational methods, such as vortex methods or
the classical blade element momentum (BEM) the-
ory, are still the main design methods, especially
when aeroelastic solutions are sought and when-
ever it is not necessary to analyse the details of the
flow field close to the rotor blades. Among these
simplified models, the actuator disk (AD) associ-

ated with Computational Fluid Dynamics (CFD)
simulation has seen a widespread use, see Refs [1].

In this approach, the rotor is represented by
an infinitesimally thin disk which introduces a
pressure discontinuity based on momentum the-
ory. The effect of the rotor on the flow field could
be represented using a source term in the momen-
tum and energy equations or enforcing a pressure
jump on the disk boundary. In all cases it is nec-
essary to supply the load distribution on the ro-
tor, and this can be done computing the sectional
loads using the blade element theory (BET). This
approximation results in a dramatic reduction of
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computational workload, and was first introduced
by Whitfield and Jameson [2] to study the pro-
peller wing interaction, and in general it can be
very useful whenever it is required to investigate
the impact of the flow field generated by the ro-
tor and its wake on other bodies, like the airframe
or the wings in tiltrotors [3, 4, 5]. Additionally,
it is not required to generate complex individual
blade conformal grids, reducing significantly the
time required for the preparation of the compu-
tational model. Of course the AD approach intro-
duces the assumption of time-averaged flow, that
for the rotors operating in periodic regime ruled by
the passage of each individual blade along the dif-
ferent azimuth positions results in an approxima-
tion through an azimuth-averaged representation.
Few attempts have been made to extend the idea of
AD to the analysis of unsteady flows by means ac-
tuator blades models that are able to represent the
the discrete blade structure of the rotor, captur-
ing the helical vortex wake created by the rotating
blades [6].

This work presents an innovative and efficient
method to simulate the flow field around rotat-
ing blades extending the classical AD model to
the representation of unsteady flow field. The pro-
posed method is based on an actuating blade (AB)
model applied in the frame of overset system of
moving multi-block grids and was successfully im-
plemented in the CFD code ROSITA (ROtorcraft
Software ITAly [7]) developed at Department of
Aerospace Science and Technology (DAER) of Po-
litecnico di Milano. In order to properly capture
the kinematics of the rotor blades during their mo-
tion, the AB model was coupled with a multibody
dynamic model. For this purpose, the CFD code
ROSITA was weakly coupled with the Computa-
tional Structural Dynamics (CSD) code MBDyn
(MultiBody Dynamics [8]) developed at DAER.
The AB surfaces and the load distributions applied
on them were continuously adapted during the sim-
ulation in order to reach the prescribed rotor trim
state. Consequently, as done in Ref. [9], the source
distribution used to enforce the pressure disconti-
nuity caused by the blade passages takes fully into
accounts the blade dynamics adapting the geome-
try during the time marching simulation. At the
same time the blade loads where computed in MB-
Dyn using the local flow velocity provided by the
CFD.

The reliability of the trimmed AB model and the
coupling strategy with MBDyn were demonstrated
simulating the flow field around the isolated ro-
tor of a tiltwing aircraft [10] in hover. The rotor

kinematics and the flow field predicted by the AB
model were first compared with results of calcu-
lations performed using the simpler trimmed AD
model [9]. Second, the trimmed AB model was val-
idated comparing numerical results with available
experimental data [11] on the reference geometry.

2. CFD/CSD SOLVERS

2.1 ROSITA overset CFD solver for rotor-
craft

The CFD code ROSITA [7] is a compressible
Reynolds Averaged Navier-Stokes (RANS) equa-
tions solver coupled with the one-equation tur-
bulence model of Spalart-Allmaras [12]. Multiple
moving multi-block grids can be used to form an
overset grid system by means of the Chimera tech-
nique. The Navier-Stokes equations are formulated
in terms of the absolute velocity in an overset sys-
tem of moving multi-block Cartesian grids. A cell-
centred finite-volume implementation of the Roe’s
scheme [13] is used to discretise in space the equa-
tions. Second order accuracy is obtained through
the use of MUSCL extrapolation with a modified
version of the Van Albada limiter introduced by
Venkatakrishnan [14]. The viscous terms are com-
puted by the application of the Gauss theorem and
using a cell-centred discretisation scheme. Time
advancement is carried out with a dual-time for-
mulation [15], employing a 2nd order backward
differentiation formula to approximate the time
derivative and a fully unfactored implicit scheme
in pseudo-time. The generalised conjugate gradi-
ent (GCG), in conjunction with a block incomplete
lower-upper preconditioner, is used to solve the re-
sulting linear system.
The connectivity between the (possibly moving)

component grids is computed using the Chimera
technique. The approach adopted in ROSITA is
derived from that originally proposed by Chesshire
and Henshaw [16], with modifications to further
improve robustness and performance. During the
execution of the tagging procedure, the domain
boundaries with solid wall conditions are firstly
identified and all points in overlapping grids that
fall close to these boundaries are marked as holes
(seed points). Then, an iterative algorithm iden-
tifies the donor and fringe points and lets the
hole points grow from the seeds until they entirely
fill the regions outside the computational domain.
Oct-tree and alternating digital tree data struc-
tures are employed in order to speed up the search
of donor points.
The ROSITA solver is fully capable of running
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in parallel on computing clusters. The parallel
algorithm is based on the message passing pro-
gramming paradigm and the parallelisation strat-
egy consists in distributing the grid blocks among
the available processors. Each grid block can be
automatically subdivided into smaller blocks by
the solver to attain an optimal load balancing.

2.2 MBDyn multibody solver for aerome-
chanics

MBDyn is an open source general-purpose multi-
body analysis software developed by the re-
searchers of DAER. It is mainly intended for dy-
namics simulations, although it provides some in-
trinsic multidisciplinary analysis capabilities. Even
thought it is de facto a general purpose multibody
software, it is mildly oriented towards the aerome-
chanical analysis of rotorcraft systems through
the availability of simplified built-in rotor blade
BET aerodynamics [17]. The analysis is based
on the integration in time of the Newton-Euler
equations of motion of a set of discrete bodies,
subjected to configuration-dependent forces that
model deformability and aerodynamic loads, and
connected by kinematic constraints expressed us-
ing the Lagrangian multipliers formalism. The de-
formable components library consists in lumped
components, kinematically exact and composite-
ready nonlinear beam elements suitable for the
modelling of rotor blades, and component mode
synthesis elements, mainly used for the modelling
of non-rotating components, like the airframe. The
modularity of the formulation eased the coupling
with the ROSITA CFD solver.

3. ACTUATING BLADE MODEL

The AB model is derived directly from a steady AD
model already embedded in ROSITA which repro-
duces the effects of the rotor blades using a disk
having the same diameter of the rotor itself [9].
In particular, the AB model described in this pa-

per is based on the main idea of replacing each ro-
tor blade by a localised actuator surface, allowing
to retain the unsteady framework. Rotor blades
are projected onto their mean surfaces, ideally in-
finitely thin –de facto represented as a single layer
of cells– which carries discontinuities of flow prop-
erties. The pressure jumps created by the rotor
blades into the airflow are imposed only in cor-
respondence of the thin surfaces representing the
blade projections. The unsteady motion of the ro-
tating system is well reproduced since the actuat-
ing surfaces can rotate around the rotor axis. In

this way, limitations due to the assumption of time-
averaged flow, commonly employed in the classical
steady ADmodels included in CFD codes, are over-
come since the flow field around the blades is re-
produced in a time-dependent manner. As shown
by O’Brien [18], the use of an actuating surface
provides also a better resolution of the flow physic
with respect to more conventional actuating line
models since in the latter case each blade is repre-
sented by a single line of sources.
The implementation of the AD model in

ROSITA is founded on the addition of source terms
to the momentum and energy equations, as ex-
plained by Biava et al. [9].
Considering the non-dimensionalised Reynolds

Averaged Navier-Stokes equations in integral Ar-
bitrary Lagrangian Eulerian (ALE) form applied
to a volume Ω with a surface boundary ∂Ω:

d

dt

∫

Ω

udV +

∮

∂Ω

[fc(u) − uν] · ndA

−

∮

∂Ω

fd(u,∇u) · ndA =

∫

Ω

s(u)dV

(1)
where the vector u(x, t) stores the unknown conser-
vative variables, i.e. density, momentum and total
energy, while vector fc includes the inviscid con-
vective flux functions, fd includes the diffusive flux
terms, s is the source term and the vector ν(t) rep-
resents the local velocity of all the moving bound-
aries, due to entrainment and grid deformation, if
present.
Source terms are introduced in a single layer of

cells of a cylindrical grid which contain the AD.
This solution is preferred to other implementation
strategies for its robustness as compared to the en-
forcement of boundary condition on variables [5] or
on fluxes [19] as stated by Le Chuiton [1]. Since it
is assumed that the actuator blade source layer is
fixed in a strip of the structured grid, see figure 6,
the source vector s, calling F = (Fx, Fy , Fz)

T the
vector of force per unit area distribution, can be
written as

s =























0
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F ·
(ρv)∗

(ρ)∗























(2)

where the symbol (·)∗ is used to represent the av-
eraged value between those computed above and
below the blade source element strip.
The same modelling strategy is used to imple-

ment the AB method here presented. However,
in this case each rotor blade is represented by a
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Cartesian grid containing the blade mean surface.
The forces developed by each blade are introduced
in the flow filed by means of a non uniform source
distribution arranged in a single layer of cells of
each blade grid. The Chimera technique allows
to correctly place the blade grids in the flow filed.
Every time the blade motion is periodic and the
rotor kinematics can be prescribed at the very be-
ginning of the simulation, the computational effort
could be reduced since the tagging procedure which
build the final mesh for each time step can be per-
formed as a one time pre-processing step. On the
other hand, if the blade motion is not known a pri-
ori, the tagging algorithm must be performed at
each time step during the calculation. However,
since an AB grid contains a small number of ele-
ments, the execution of the tagging algorithm does
not significantly increase the computational time
required.

4. COUPLING STRATEGY

The AB model will be coupled with a multi-
body dynamic model of the rotor through a weak
CFD/CSD coupling algorithm, in order to capture
the correct kinematics of the rotor blades.
The couple CFD/CSD method proceed as fol-

lows:

(a) MBDyn computes an initial trim state us-
ing one of its embedded simple inflow mod-
els and provides the loads history on a rotor
revolution. For each blade and for each time
step MBDyn provides a one dimensional map
which connects the loads distribution and the
radial position on the blade.

(b) Loads provided by MBDyn are the interpo-
lated on the actuating balde surface in such
a way that the global load on the rotor is
conserved. ROSITA is then run until a pe-
riodic state condition at the blade surface is
reached, thus providing an updated induced
velocity history on a rotor revolution to the
CSD solver.

(c) Induced velocities porvided by ROSITA, are
used by MBDyn to compute a new trimmed
solution and to find the updated loads history.

Points (b) and (c) are repeated until the vari-
ation of the rotor commands between two succes-
sive coupling cycles is below a prescribed tolerance.
The coupling method has demonstrated to be able
to reach a converged solution within 5-10 cycles.
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Figure 1: Sketch of the MBDyn BEM grid.
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Figure 2: Loads interpolation points on the CFD
grid.

4.1 Loads interpolation

In order to map the loads between the CSD and
CFD grids, the main assumption we have done is
to consider the chords of both grids aligned to the
y-axis of the local reference frame in which the grid
is described. Thanks to that assumption, the load
interpolation can be done along the x-axis of the
grids. The first step of the mapping is to compute
the loads per unit length provided by MBDyn (see
Figure 1). The second stage is to interpolate the
force per unit length on the CFD grid (see Fig-
ure 2). This operation is done by using a simple
linear interpolation, with the forcing of 0 value in
extrapolation.

f̂i = interp

(

f̃i
dli
, x̃, x̂

)

The next stage is to compute the integral force on
each strip of the CFD grid, and this can be done
using the trapezoidal rule. Before this step it is
also possible to insert a filter in order to smooth
the load distribution .

f̄i = 0.5
(

f̂i + f̂i+1

)

(x̂i+1 − x̂i)

The last step is to distribute the loads over the
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Figure 3: Loads integration scheme on the CFD
grid.

chords (as shown in Figure 3). This operation can
be done in two ways:

• using only forces

• using moments

In the first case, the load distribution is consid-
ered constant on each (chord aligned) strip, and
its value is simply:

fi,j =
Fi

Ωi

∀j

In the second case in which the moments are taken
into account, the loads distribution in chord is con-
sidered linear, and the parameters of the curve are
computed in the following manner:















fi,j = Ai yi,j +Bi

∑M
j=0 ωi,j = Ωi











∑M
j=1 (Ai yi,j +Bi) ωi,j = f̄i

∑M
j=1 (Ai yi,j +Bi) ωi,j yi,j = m̄x

i

Where yi,j is the distance between the force appli-
cation point and the pole of the moment. Using
the last two equation it is possible to write a sim-
ple 2 × 2 linear system for each strip to find the
load distribution in chord.
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When the load distribution is computed, it is pos-
sible to rescale all the distribution by a constant
factor in order to recover the original integral load
on the blade.

4.2 Velocity interpolation and relaxation
parameter

Induced velocities are extracted from the velocity
field by taking the mean value of the velocity on
the upper and lower layers with respect to the ac-
tuating blade, and the mean value in chord.
MBDyn can perform the interpolation in three

different ways:

• One dimensional interpolation for each blade
using the radial coordinate, in this case the
procedure is the same used for the loads;

• One dimensional interpolation for each blade
using the radial coordinate and forcing the
mean value between all the blades at the same
azimuthal position, even in this case the pro-
cedure is the used for the loads, the only dif-
ference is that in this way all the blades uses
the same induced velocity at the same angular
position;

• Two dimensional interpolation from a disk.
In this case, velocities are projected on the
tip path plane, and then re-interpolated on a
equally spaced grid. At this point it is possi-
ble to smooth the velocity distribution using
a prescribed number of Fourier modes.;

In order to increase the computational stability of
the method, it also possible to introduce a relax-
ation parameter which consider a linear combina-
tion of the velocities at the last two cycles.

5. RESULTS AND DISCUSSION

In order to assess the reliability of the coupled un-
steady AB model described in this paper, an exper-
imental database gathered at Politecnico di Milano
[11] during the tests of a tiltwing tiltrotor aircraft
was used. The aircraft was a civil passenger trans-
portation aircraft [10] belonging to the same class
of ERICA [20] and was characterised at full-scale
by a trapezoidal wing with a span of 15 m and two
four-bladed rotors with a radius of 3.7 m.
With the aim of validating the trimmed AB

model, only the isolated tiltwing rotor case in
hovering condition was considered. Coupled
CFD/CSD analyses were performed to prove that
the coupling strategy was suitable to correctly
compute the trim commands for the rotor in or-
der to satisfy the trim requirements. Moreover,
a detailed analysis of the results was carried out
to demonstrate the capability of the trimmed AB
model to properly predict the unsteady flow field
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(a) The rotor model in the open test section of the
Politecnico di Milano Large Wind Tunnel

(b) Schematic view of the PIV set up

Figure 4: The experimental isolated rotor model.

below the rotor. Calculations were carried out both
with the well established trimmed AD model [9]
and with the trimmed AB model described in this
paper. Rotor kinematics and inflow conditions cal-
culated with the two methods were analysed and
compared with available experimental data. Fi-
nally, the flow field computed with the unsteady
trimmed AB model was compared with PIV data.

5.1 Experimental set up

A wind tunnel model [11, 10, 21] representing the
isolated rotor of the considered tiltwing aircraft
was realised at the DAER Aerodynamics Labora-
tory of Politecnico di Milano and was tested in the
open test section of the in the Politecnico di Milano
Large Wind Tunnel, as shown in Figure 4(a). The
experimental test rig essentially consisted of the ro-
tor hub, the four blades designed in-house [22], the
rotor pylon and its basement. The tiltwing rotor
model had a geometrical scale of 1/4 with respect
to the full-scale aircraft, thus the rotor radius was
R = 0.925 m. During the hovering tests, the tip

Mach number was MTip = 0.32 and corresponds
to 1/2 the tip Mach number of full-scale aircraft in
helicopter mode.

The rotor hub, placed at a height of 5 R from
the ground, was powered by a hydraulic motor lo-
cated in a aluminium basement below a rigid pylon.
The thrust given by the rotor was measured by a
six-component strain gauge hollow balance located
under the rotor hub. The torque was measured
by an in-house instrumented hollow shaft which
passed through the balance. The carbon fibre na-
celle was mounted on the lower part of the rotor
pylon. The hub was a typical helicopter rotor hub
since it was fully articulated. The collective, lon-
gitudinal and lateral pitch controls were provided
to the blades by three electric actuators acting on
the rotor swashplate. Each blade was attached to
the rotor hub through the flap, lead-lag and pitch
hinges located in different positions. In particu-
lar, the lead-lag hinge was located beyond the flap
hinge while the feathering bearing was placed fur-
ther outboard. No dampers were fitted on the
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lead-lag hinge of the rotor model. To directly mea-
sure the pitch, lead-lag and flap angles on the rotor
hinges, Hall effect sensors were employed on each
blade hinge.
An extensive Particle Image Velocimetry (PIV)

campaign has been carried out on the model in
order to accurately investigate the flow field be-
low the rotor blades. The PIV setup [23] was
composed by a Nd:YAG double pulsed laser with
200mJ output energy and a wavelength of 532 nm
and a double shutter CCD camera with a 12 bit,
1952 × 1112 pixel array. The camera was mounted
on a single axis traversing system to move the mea-
surement window in vertical direction. The laser
was mounted below the rotor disk to light an (r, z)
plane. In particular, an azimuthal measurement
plane perpendicular to the rotor disk was consid-
ered. A sketch of the PIV set up is shown in Fig-
ure 4(b) where also the reference system is illus-
trated. The measurement area was 0.38 R wide
and 0.90 R high. Phase-locked PIV measurements
were carried out by synchronising the laser pulses
with a prescribed azimuthal position of the rotor
blade. The final vector fields were computed by av-
eraging 100 vector fields (coming from image pairs
post-processing [24]) for each blade azimuthal po-
sition considered.

5.2 Numerical Model

The CFD model of the isolated tiltwing rotor was
composed by a total of three to six Cartesian multi-
block grids, depending on method chosen to model
the rotor (respectively AD and AB). The different
grids were mounted together by ROSITA using the
Chimera technique. When the AD model was used,
the final computational mesh consisted of 2 differ-
ent background meshes and 1 mesh for the actua-
tor disk. On the other hand, when the AB model
was employed, 4 identical meshes that represented
the actuating blades were used instead of the ac-
tuator disk mesh. Both grid systems are reported
in Figure 5. The background mesh was composed
by 2 different cylindrical grids containing a total of
about 4.17 × 106 cells. A coarse grid (outer grid, of
1.06 × 106 cells) was created to represent the flow
domain far from the rotor while a fine grid (inner
grid, of 3.11 × 106 cells) was designed to model
the flow region close to the blades. The actuator
disk grid, shown in Figure 6(a), was a cylindrical
grid of 0.20 × 106 cells while the actuating blades,
illustrated in Figure 6(b), were modelled with 4
rectangular grids containing 0.13 × 106 cells each.
Since in hovering flight some regions of the flow

field showed very low velocities, computations were

performed using the Turkel’s low Mach number
preconditioner [25] and low values of the Courant-
Friedrichs-Lewy (CFL) number (equal to 5). When
the AD model was employed to reproduce the rotor
effects, a steady-state approach was used to per-
form the calculations. On the contrary, when the
AB model was used, CFD simulations were carried
out in a time accurate manner and every time step
the AB grids were rotated of 2◦ with respect to
the background grids. At the beginning of the first
cycle, the simulation was started with an impul-
sive start of the blades while the other cycles were
started using the final flow field solution of the pre-
vious cycles (with the updated blade kinematics).
In order to reach a fully developed state of the wake
system, at least six complete rotor revolutions were
needed in the first cycle, while four complete rotor
revolutions were required in the following cycles.

The multibody dynamic model of the rotor was
realised with MBDyn and represented the fully ar-
ticulated rotor hub of the wind tunnel model. In
particular, the swashplate, the four pitch links, the
rotor hinges (flap, lead-leg, pitch) and the four
blades were included in the MBDyn model. The
blades were considered in the dynamic model as
rigid bodies with given mass and inertia proper-
ties. The aerodynamic mesh of the each blade,
as shown in Figure 7, was composed by a total of
40 strips distributed in a suitable manner along
the blade span. MBDyn embedded a simple aero-
dynamic solver based on the Blade Element Mo-
mentum Theory (BEMT) approach. The airfoil
aerodynamic characteristics required to the BEMT
solver were stored in tables for a wide range of an-
gles of attack, Reynolds and Mach numbers, com-
bining wind tunnel data [26] and two-dimensional
CFD results obtained with ROSITA.

When coupled CFD/CSD analyses were per-
formed, the load distribution applied by ROSITA
on each actuating surface (AD or AB) at a cer-
tain iteration of the coupling procedure was com-
puted by MBDyn using the inflow model derived
by ROSITA at the end of the previous iteration. At
the very beginning of the trim procedure, MBDyn
used the Pitt-Peters [27] inflow model to compute
the correct load distribution on the rotor blades
and to predict the rotor trim state. The rotor kine-
matic predicted at every cycle by MBDyn was used
at the beginning of every corresponding CFD anal-
ysis by ROSITA to correctly move the AD or AB
grids toward the updated tip path plane or blades
positions.
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(a) Grid system for the AD model (b) Grid system for the AB model

Figure 5: CFD grid systems of the isolated rotor.

(a) Actuator disk grid (b) Actuating blades grids

Figure 6: AD and AB grids details (the blue regions correspond to the source layer on the AD or AB
region).

5.3 Results

The test case selected from the available experi-
mental database for the validation of the trimmed
AB model corresponds to the case of the isolated
tiltwing rotor model in hover (shaft angle αs = 0◦)
with a tip Mach number of 0.32. In such operative
condition, a thrust coefficient CT equal to 0.015
was obtained with a collective angle θ0 of 12.0◦

and a coning angle β0 of 2.6◦. This particular con-
dition corresponds to the rotor trim condition used

to acquire PIV images in the wake system of the
isolated rotor in hover.

Numerical simulations carried out with the
trimmed AD model took 9 MBDyn/ROSITA cou-
pling cycles to converge and required a total of
about 47 hours. To perform each steady computa-
tion, the CFD solver ROSITA was run in parallel
on 65 processors. In order to reach a fully devel-
oped flow filed state, each simulation was carried
out over 2000 pseudo-iterations and took about 5
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Figure 7: Sketch of the MBDyn multibody dynamic model of the rotor head.

hours (wall clock). At each cycle, MBDyn required
about 10 minutes to reach a converged state solu-
tion.

When the trimmed AB model was used, only 7
MBDyn/ROSITA coupling cycles were performed
in order to find a converged solution. Neverthe-
less, in the AB model the unsteady nature of the
CFD calculations leads to a substantial increase
of the computational time of the whole simulation
(about 224 hours) with respect to the simpler AD
model. To speed up the calculations, the CFD
solver ROSITA was run in parallel on 128 proces-
sors (twice the number of processors employed in
the AD case). A complete rotor revolution was
performed in 180 real time steps (for each real time
step ROSITA performed 80 pseudo-iterations) and
was accomplished in about 7 hours. During the
first coupling cycle 6 rotor revolutions were needed
to reach a fully developed state of the wake system
taking about 42 hours. The successive cycles were
carried out over 4 rotor revolutions taking about
28 hours each. At the beginning of each CFD cal-
culation the rotor blade kinematics was known a
priori over a complete rotor revolution as it was
predicted by the CSD solver. As consequence, the
tagging procedure can be performed in advance
on the nested Chimera grid system by ROSITA
for a single rotor revolution and stored to be re-
trieved during the actual calculation. This feature
allows to strongly reduce the computational cost of
each CFD run and, thanks to the limited number
of elements of each blade grid, represents a valid
alternative to the method proposed by Lynch et
all. [6] which is based on the KD-tree search algo-
rithm. However, when numerical simulations were
performed, the tagging procedure cannot be per-

formed in parallel in the coupled CFD/CDS frame-
work, thus the it took about 2 hours for each cycle.

The rotor blade kinematics were reported in Fig-
ure 8 where the acquired experimental values of
pitch (θ0) and coning (β0) angles are compared
with the those predicted by the two numerical ap-
proaches. The hinge angles computed with both
methods converged toward the same values even
though their evolution over the iteration cycles
present some differences. In particular, the pitch
angle predicted with the trimmed AB model ex-
hibits a slower convergence with respect to the one
obtained with the trimmed AD model. This differ-
ent behaviour is mainly due to the different values
of the relaxation parameter used in MBDyn to sta-
bilise the calculations and to guarantee good con-
vergence properties (note that a lower relaxation
parameter was used for AB case). A good agree-
ment between computed and measured data is ap-
parent both for the pitch and for the coning angles
(see Figure 8(a) and 8(b)).

The analysis of the power coefficient (CP ) evo-
lution over the iteration cycles shows that the cou-
pled AD and AB models tend to converge toward
slightly different solutions. Moreover, as illus-
trated in Figure 9, both methods underestimated
the power coefficient measured in the experiment.
However, numerical results demonstrated that the
AB model allows to better predict the rotor power
coefficient as it results closer to the experimental
data (at last iteration the difference is about 9.0 %)
with respect to the one found with the AD model
(that shows a difference of 14.5 %). This result is
a direct consequence of the rotor inflow computed
by ROSITA and exploited by MBDyn to predict
the rotor trim state and its performance. Indeed,
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Figure 8: Kinematic parameters evolution over the iteration cycles: comparison between measured data
[10] and computed values of the hinge angles.
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Figure 9: Power coefficient evolution over the it-
eration cycles: comparison between measured [10]
and computed values.

the unsteady behaviour of the rotor wake directly
influences the rotor inflow and thus its kinematics
and its performance. The AB model can correctly
represent the unsteady flow field around the rotat-
ing blades since the method is able to describe the
evolution of the rotor wake (blade tip vortex) in a
time dependent manner. It follows that at the end
of each unsteady calculation, the resulting inflow
model includes all the unsteady effects due to the
blade passage over different azimuthal positions.
On the other hand, under the assumption of time-

averaged flow, steady CFD calculations carried out
with the classical AD model can reproduce only the
mean effects of the rotor on the flow field. The in-
flow models produced in this way contained only an
averaged representation of the effects given by the
blades rotation. As consequence, this approxima-
tion leads to a worse estimation on the rotor per-
formance (CP ). Figure 10 shows the axial velocity
distribution (Uz) on a z-constant plane just be-
low the rotor. The figure highlights the differences
between the velocity distribution obtained under
a time-averaged approximation (Figure 10(a)) and
with an unsteady calculation (Figure 10(b)). A lo-
calised increase of the axial velocity in the region
close to the blades’ trailing edge (especially at the
tip) underlines the rotor blades passage in the ve-
locity field of Figure 10(b). The AD is not able
to capture this effect and the resulting field in this
case shows an axisymmetric distribution of the ax-
ial velocity Uz (see Figure 10(a)). Even though the
instantaneous velocity fields obtained with the AB
model are strongly influenced by the actual posi-
tion of the blades, the radial distribution of the
azimuth-averaged axial velocity profile (computed
over the final rotor revolution) shows a behaviour
similar to the mean velocity profile given by the
AD model, as illustrated in Figure 11. Moreover,
comparing the mean velocity profiles extracted for
each coupling cycle, it can be observed that in both
cases the velocity profiles converged toward a sim-
ilar distribution after 3 cycles.
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(a) Actuator disk (Iteration 8) (b) Actuating blade, last real time step (Iteration 6)

Figure 10: Axial velocity distribution on a plane at z/R = −0.015 (top view).
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Figure 11: Radial distribution of axial velocity component Uz over the iteration cycles.
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(a) Iteration 0 (b) Iteration 1 (c) Iteration 2

(d) Iteration 3 (e) Iteration 4 (f) Iteration 5

(g) Iteration 6

Figure 12: Flow field comparison over the iteration cycles for the AB model coupled with MBDyn:
contours of the vorticity magnitude in an azimuthal plane at ψ = 0◦ (flow field solution are extracted
from the final time step of each unsteady computation).
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(a) PIV, ψ = 15◦ (b) PIV, ψ = 45◦ (c) PIV, ψ = 75◦

(d) CFD, ψ = 15◦ (e) CFD, ψ = 45◦ (f) CFD, ψ = 75◦

Figure 13: Vorticity magnitude contours in an azimuthal plane: comparison between PIV measurements
[11] and unsteady CFD calculations performed using the AB model. CFD results are extracted from the
final time step of the final coupling iteration (cycle 6).
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Figure 14: Tip vortex core displacements: compar-
ison between PIV [11] data and CFD results.

The velocity distribution over the first cycle (0),
that was computed by MBDyn using the Pitt-
Peters [27] inflow model, is slightly different be-
tween the two cases because of the interpolation
performed by ROSITA over different grids.

An example of the evolution of the MB-
Dyn/ROSITA coupling cycles using the AB model
is presented in Figure 12 where the instantaneous
flow fields extracted from the final time step of
each run are illustrated on a azimuthal plane at
the same blade phase (ψ = 0◦) by means of the
vorticity magnitude contours. The spatial location
of the blade tip vortex and its intensity reached a
converged state after five iterations (cycle 4). The
comparison between the final flow field solution
(after 7 coupling cycles) and PIV measurements
shows that the tip vortex core intensity is slightly
underestimated by the CFD solver ROSITA. Nev-
ertheless, both the tip vortex core trajectory and
the velocity profiles in the rotor slipstream are
well predicted by ROSITA, as respectively shown
in Figure 14 and 15. The very good agreement
between numerical results and experimental data
demonstrated the trimmed AB model proposed in
this paper is able to correctly reproduce the rotor
wake structure, the unsteady effects induced by the
blade rotation and the rotor kinematics and per-
formance.

6. CONCLUSIONS

In this work an effective modelling approach has
been presented to predict the unsteady, time-
accurate flow field around helicopter rotors. Using

this approach it is possible to get rid of the de-
velopment of complex body-conformal grids. This
leads to a significant reduction of the problem set-
up time. Differently from the approach followed
by other authors, the identification of the posi-
tion of the source term to be inserted is devel-
oped exploiting the capability of overset moving
grids. This leads to computational times which
are clearly higher than those required by the ac-
tuator disk model, but that are still competitive
when compared to those required by model based
on detailed near body grids. Significant reductions
of the computational time is achieved since the
overall grid size is strongly reduced with respect to
detailed blade representations. Moreover, conver-
gence properties of the computations are improved
since rotating blades are replaced by sources distri-
butions and thus solid walls boundary conditions
are not needed. Very simple modifications to the
overset grid management may allow further com-
putational savings in the future.

The comparison of the simulation performed
with experimental results of a tiltrotor in hover al-
lowed to show a very good agreement of the predic-
tion of the tip vortex trajectory. The comparison
of the instantaneous velocity field computed using
the the actuator disk with the one obtained with
the actuator blade, allowed to show how the time
accurate model of the actuator blade correctly pre-
dicts the effect of the blade passage in the induced
velocity field.

This effect can be very important when it is nec-
essary to identify the interference loads developed
by the rotor blades on other bodies, e.g. the fuse-
lage of an helicopter or the wing of a tiltrotor, or
the interference between coaxial rotors. In fact, the
employment of this approach may lead to more ac-
curate identification of inflow velocity models.
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Figure 15: Radial distribution of Ur and Uz velocity components extracted ad different vertical positions
(ψ = 45◦): comparision between PIV measurements [11] and unsteady CFD calculations extracted from
the final time step of the final coupling iteration (cycle 6).
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