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IMPROVED CORRELATION WITH THE HART-II ROTOR
TEST DATA USING COUPLED CSD/CFD AND THREE

LEVELS OF NUMERICAL MODELIZATION
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This paper presents the application of coupled CSD/CFD methodologies to the HART-II rotor test.
Three levels of aerodynamics modelization are implemented and compared. The first method is based
on a simple lifting-line method, with modified compressible unsteady formulation to better predict the
typical features of the HART-II flight condition, which is dominated by strong Blade-Vortex Interac-
tion (BVI). The second method is a hybrid wake coupling approach which uses a body-fitted mesh to
capture near-field flow and a free-wake module to preserve the far-wake vortical structures. Finally, a
wake capturing method is used, in which multiple overset meshes capture the entire flow field. These
three approaches each bring an additional level of numerical accuracy although their computational
cost increases respectively. Each one is loosely coupled to a structural module which provides blade de-
formations and trim information. To further increase numerical correlation, improvements have been
brought to each codes to better represent the flow field in this BVI dominated environment, creating a
complete multi-fidelity framework for rotorcraft analysis.

1 MOTIVATION AND BACKGROUND

For the past 10 years, the HART-II rotor test and its ex-
tensive experimental dataset has been a major database for
numerical validation of rotorcraft codes. Its low speed de-
scending flight condition (µ = 0.15, α = 5.3 ◦ (corrected
to 4.5 ◦ to account for wind tunnel effects), Mtip=0.6387,
CT =0.00457) sees strong Blade-Vortex Interaction (BVI)
occur both on the advancing and retreating sides of the rotor
disk, as the wake stays in the plane of the rotor. In fact, the
strongest interactions occur for azimuths around 50 ◦ and
300 ◦, where vortices are parallel to the leading edge of the
blades. This leads to high levels of intrusive noise. Higher
Harmonic Control (HHC) is used to lower noise and vibra-
tions, through a precisely sized and phased 3/rev additional
blade pitch input, leading to three different flight condi-
tions: the Baseline (BL), Minimum Noise (MN), and Mini-
mum Vibration (MV) cases. Their respective value of 3/rev
HHC blade root pitch amplitude and phase are shown in
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Table 1, along with the Baseline case (BL) which does not
have HHC. The HART-II testing was carried out in 2001 at
the German-Dutch Wind tunnel (DNW), following the 1994
HART-I campaign. Measurements included blade pressure,
3C-PIV (Particle Image Velocimetry), SPR (Stereo Pattern
Recognition), BTD (Blade Tip Deflection), rotor balance,
and noise levels, making the HART-II database one of the
largest for rotorcraft, along with the UH-60A Airloads Pro-
gram. More detail about the HART-II testing is given in
[1]. As for numerical simulation, it seems that methods
based on linearized aerodynamics and on the wake captur-
ing approach have been extensively employed to predict the
typical BVI condition of the HART-II rotor. The most up-
to-date results from the different organizations taking part
in the HART-II project using these two types of methods
were published at AHS 2012 ( [2] and [3] ). The goal of
this paper is to implement and compare these two levels
of numerical modelization, along with another one: the so-
called hybrid or wake coupling strategy, which has received
less attention. In 2006, Gopalan et al published prelimi-
nary results from UMD, using the wake coupling approach
with the Navier-Stokes solver SUmb (Stanford University
Multi-Block) [15]. In the present paper, each method is
loosely coupled to a Computational Structural Dynamics
(CSD) code which provides blade deflections and control
settings. Various improvements have been brought to each



Case Amplitude Phase
Baseline (BL) 0.0 ◦ 0.0 ◦

Minimum Noise (MN) 0.81 ◦ 300 ◦

Minimum Vibration (MV) 0.79 ◦ 180 ◦

Table 1: 3/rev HHC blade root pitch amplitude and
phase of the three cases.

module to better represent the influence on the flow field of
the strong BVI.

2 COUPLING STRATEGY AND FRAME-
WORK

As mentioned above, three levels of numerical simulation
have been implemented in this multi-fidelity framework.
First, a simple linearized unsteady aerodynamics solver
based on the lifting line theory, coupled to a free-wake
solver. Second is the wake coupling methodology using a
RANS CFD solver for the near-field, and a free-wake mod-
ule for the far-field. And third is the wake capturing method
using the same RANS solver over the entire computational
domain. The linearized aerodynamics module is used as
an external module and coupled to the other codes using the
“delta coupling” method, despite the fact that the CSD com-
prehensive module has its own aerodynamics solver, with a
uniform inflow assumption. The reason behind this choice
was to be able to easily bring modifications to the aerody-
namics modeling, to use an accurate free-wake modeling
with time marching, a finer time step size in azimuth, and
a better unsteady model. The simpler aerodynamics model
present in the CSD code and its larger time step of 5 ◦ is
sufficient to obtain the lower frequency airloads necessary
for accurate structural deformations predictions and to per-
form trim, at a reduced numerical cost. The loose coupling
method developed by Tung, Caradonna, and Johnson [4] is
used between the CSD code and the different aerodynamics
solvers. This means that data is only exchanged at every ro-
tor revolution, unlike the tight coupling approach in which
data is transferred after every time step. The initial CSD
solution uses linearized aerodynamics with uniform inflow
to obtain the trimmed blade deflections and control angles.
This data is then sent to either aerodynamics solvers and
several rotor revolutions are performed to obtain a periodic
solution. For the CFD solvers, the blade grids are deformed
to reflect these deflections. The resulting airloads are trans-
ferred back to the CSD code through “delta coupling”: after
every rotor revolutions, delta values of normal force, chord
force, and pitching moments are computed as the difference
between the CFD and Lifting-Line (from CSD) airloads.
This difference is applied to the CSD airloads to obtain new
trimmed blade deformations and control angles. This cou-
pling cycle goes on until a converged solution is reached.
Table 2 shows the number of coupling cycles performed
for each of the three levels of modelization, as well as the

Iteration number Linearized Aerodynamics Wake Coupling Wake Capturing
1 5 revs 360 ◦ 1080 ◦

2 5 revs 270 ◦ 720 ◦

3 5 revs 180 ◦ 360 ◦

4 5 revs 180 ◦ 180 ◦

5 5 revs 180 ◦ 180 ◦

6 - 180 ◦ 180 ◦

7 - 180 ◦ 180 ◦

Run-time 2 hours 1 week 3 weeks

Table 2: Coupling cycles required by the different
solvers.
number of degrees of azimuth each solver is run for each
coupling cycle. The linearized aerodynamics only takes 5
coupling cycles whereas wake coupling and wake captur-
ing run for 7. For the CFD based methods, the airloads
are obtained by keeping the last 90 ◦ of solution from each
blade and splicing them together. It should be noted that the
wake capturing method requires more rotor revolutions to
be performed within each cycle, especially for the first few
cycles as the wake needs to develop and settle in the compu-
tational domain, keeping in mind that the most intense BVI
interaction occurs for wake ages close to two rotor revolu-
tions. Table 2 also shows the average total run-time of each
code using 32 3.2 GHz Intel Xeon cores for the CFD based
methods and 4 cores for linearized aerodynamics. Clearly,
the wake capturing method takes the longest time to run,
with the linearized aerodynamics based method being the
fastest, which is very useful for code debugging and test-
ing purposes, while still maintaining satisfactory levels of
accuracy (as shown below and in [2]). Figure 1 shows the
interaction between the codes and the three different aero-
dynamics solvers, using the “delta coupling” approach dis-
cussed above.

3 CODES DESCRIPTIONS

The following section describes the different codes men-
tioned above and their numerical implementations. In their
2008 paper, Ananthan et al. described the HUSH frame-
work in detail [5], from which this work is based on.

3.1 Structural dynamics solver: UMARC

The comprehensive aero-elastic analysis is based on a fi-
nite element methodology [6]. The four blades are mod-
eled as second order non-linear isotropic Euler-Bernoulli
beams. They are divided into 20 span-wise elements un-
dergoing coupled flap, lag, torsion, and axial degrees of
freedom based on [7] and [8], resulting in a total of 15 de-
grees of freedom for each beam element. Modal reduction
is limited to the first 10 dominant natural modes (5 flap,
3 lag, 2 torsion). The structural dynamics equations are
integrated in time using the finite element in time proce-
dure which uses 12 equal temporal elements, with 6 points
within each element. This results in an effective azimuthal



Fig. 1: Interaction between the different codes using the “delta coupling” approach.

discretization of 5 ◦. Rotor trim is performed to the target
thrust and hub roll/pitch moments obtained from wind tun-
nel measurements. A free-flight propulsive trim algorithm
is used [9]. The force summation method is used to com-
pute the bending moments. As mentioned above, UMARC
has its own linearized aerodynamics solver which, for these
results, uses a uniform inflow assumption. Iteration histo-
ries for the different trim angles (θ0, θ1C, θ1S) are plotted in
Fig. 2 and show good converge after a few coupling cycles.

Fig. 2: Iteration histories of the trim angles (BL case,
wake coupling method).

3.2 Aerodynamics solvers

3.2.1 Lifting-line linearized unsteady aerodynamics

A multi-bladed lifting-line linearized compressible un-
steady aerodynamics model is used. The sectional blade
lift, drag, and moment coefficients are obtained using
two-dimensional airfoil lookup tables. In addition, the

Weissinger-L near-wake model [10] and the Leishman-
Beddoes two-dimensional unsteady aerodynamic model
[11] are used. The azimuthal discretization is 1 ◦ with
120 spanwise elements. The nearwake region spans over
30 ◦. Modifications were made to the indicial model to bet-
ter represent the specific case at hand. Unsteady compu-
tations used to be based on the Wagner compressible indi-
cial modeling, which brings unsteady effects to the solution
through step changes in angle of attack and pitch rate and
their time histories. However, for the HART-II case, a ma-
jor contribution to the changing angle of attacks and pitch
rates come from the strong vertical gusts that appear in the
vicinity of each blade, due to the passing vortices. There-
fore, it was decided to modify the indicial modeling, keep-
ing the compressible Wagner formulation to compute the
unsteady effects due to the rotor kinematics, and adding a
compressible Kussner formulation for the unsteadiness due
to the inflow. This unsteady modeling can be critical for ac-
curate airloads predictions, especially for the pitching mo-
ments. A generalized moving gust function was developped
by Sitaraman et al [23] and the various required constants
were derived from CFD simulations. As can be seen in
Fig. 3(a), which shows the Kussner function and the gen-
eralized moving gust function for pitching moments plotted
versus time in semi-chord, although the values are close to
zero for the smallest times and go to zero for higher times,
it can be seen that a significant portion is non-zero with a
large negative peak. This has a big impact on the pitching
moments, as shown in Fig. 3(b) were CmM2 predictions us-
ing both formulations are compared to experimental values
on the advancing side. It is clear that the hybrid Wagner-
Kussner formulation does a better job of capturing the high
frequency content due to BVI events.



(a) Pitching moment response due to Kussner.

(b) Pitching moment predictions

Fig. 3: Influence of the indicial model on the pitching
moments.

3.2.2 CFD modules: TURNS

The University of Maryland Transonic Unsteady Reynolds-
averaged Navier Stokes (TURNS) [12] code is an unsteady
RANS solver. It uses a second-order backward differ-
ence method using Lower-Upper Symmetric Gauss Seidel
(LUSGS) [13] for time integration with dual time-stepping.
By default, six Newton sub-iterations are used to remove
factorization errors and recover time accuracy for unsteady
computations [14]. The inviscid fluxes are computed us-
ing a third order upwind scheme that uses Roes flux dif-
ferencing with MUSCL type limiting. The viscous fluxes
are computed using second-order central differencing. The
Baldwin-Lomax turbulence model is utilized for RANS clo-
sure (since flow is attached). The solver uses four identi-
cal body-fitted C-O meshes consisting of 129 points in the
wraparound direction (of which 97 points are on the blade
surface), 129 points in the spanwise direction, and 65 points
in the normal direction, which extend up to 3 chords at 70%
radius. Clustering is applied at the tip and root of the blade,
as well as near the leading and trailing edges and in the nor-
mal direction. The value of y+ is kept to 1.0 with 20 to 30
points inside the boundary layer at 70%R, with a spacing at
the wall of 10−5c, to accurately capture the wall-bounded
viscous effects.

Figure 4 shows the different spanwise discretizations
used by the different codes. While all use almost the same
number of points (129 for CFD, 120 for the structural solver
and linearized aerodynamics), different levels of clustering

are applied. As expected, the structural solver has a refined
distribution near the root to better capture the blade struc-
tural deformations. The CFD solver has refinement both at
the root and at the tip to help preserve the forming vortical
structures. However, the linearized aerodynamics solvers
has a uniform spanwise distribution of points.

Fig. 4: Spanwise distributions used by the different
solvers.

3.3 Far-field modelization

3.3.1 Free-wake module: PWAM

In the wake coupling approach, the effects of the far-
field are prescribed using a free-wake solver and the field-
velocity method, in which velocities induced by vortex fil-
aments are computed at each grid points, using the Biot-
Savart law, and added to the grid velocities. The free-wake
module, PWAM (Parallel Wake Analysis Module) devel-
oped at the University of Maryland is a time accurate, ef-
ficient, scalable parallel implementation of the solution of
the vorticity transport equations in a Lagrangian domain
[15]. The wake geometry is discretized into vortex fil-
aments whose strengths are calculated from the provided
aerodynamic forcing. The convection velocity of each vor-
tex filament is computed by aggregating their mutual influ-
ences and the free stream convection velocity. The mutual
influence between the vortex filaments can be computed us-
ing the Biot-Savart law. The resulting equations for wake
positions are integrated in time using a second order Runge-
Kutta scheme. The wake azimuthal discretization (tempo-
ral) is 0.25 ◦ while a 5 ◦ discretization is used in wake age
(spatial). In the meantime, the first filament is allowed to
grow to its full size before being released. This reduces the
computational cost significantly. The trailed vortex system
consists of a root vortex and a tip vortex which convect for
three revolutions. To account for the possibility of nega-
tive lift across the rotor disk and generation of two counter
rotating vortices, the tip vortex release point is allowed to
move to the first spanwise point of negative lift in the outer
portion of the blade. The spanwise direction is discretized
using 20 elements. The near wake region also spans over
30 ◦ before rolling up into a tip vortex, whose strength is
the maximum blade bound circulation found in the outer



half of the blade. Vortex aging follows Squire’s law [20]
and the swirl velocity model is due to Scully’s formulation,
see [21]. Figure 5 shows the computational domain used
for the wake coupling methodology. The free-wake fila-
ments are represented with their actual core radii. It should
be noted that the two boxes shown are only displayed to
give a size comparison with the computational domain used
in the wake capturing approach.

Fig. 5: Computational domain of the wake coupling
methodology.

3.3.2 Off-body CFD solver

The wake capturing approach uses multiple overset rectan-
gular Cartesian meshes for the far-field, each level of grid
having a different spacing and adequate stretching between
them. Although this methodology is much more computa-
tionally expensive than the previous two, it usually shows
the highest level of accuracy and correlation with experi-
mental data. OVERTURNS is the version of TURNS de-
signed for overset grid topologies. An implicit hole cutting
(IHC) strategy [16] is used to determine connectivity be-
tween the different overlapping grids. In the present work,
2 levels of cartesian background meshes are used. The finer
level consists of a mesh with a spacing of 0.1 chords and ex-
tending 1.1R in front of the rotor and 1.5R behind, 1.2R on
each side, and 0.25R above and below the rotor. The spac-
ing extends up to 0.8 chords in an overlap region with the
coarser background mesh. This second mesh extends up to
6 rotor radii behind the rotor, 3.5R in front and on each side,
and 0.7R above and below. It has a spacing of 0.8 chords
extending up to 1.6 chords at the far-field boundary. The
total number of grid points is 13.5 million. Figure 6 shows
this computational domain. The same body-fitted grids as
described above are used to capture the near-field in this
approach. Using this setup, it was noticed that it was diffi-
cult to correctly capture and preserve the vortical structures
present in the flow field as the necessary grid spacing to
avoid numerical dissipation would drive the computational
cost too high for the available resources. Therefore, it was
decided to use a higher order scheme for spatial discretiza-
tion of the inviscid terms, namely a fifth order Weighted Es-

Grid Type Points Spacing (finest)
Blade (1) Structured, curvilinear 1.08M 10−5c

First background Structured, cartesian 8.5M 0.1c
Second background Structured, cartesian 0.8M 0.8c

Table 3: Computational grids details (wake capturing).

sentially Non-Oscillatory (WENO). This scheme was used
only on the finer background grid, while all other grids used
the third order scheme described above. Figure 7 shows the
relative spacing used by the blade meshes and the finer level
of cartesian background grid. Table 3 summarizes the types
and sizes of the different grids that are used in this study for
wake capturing.

Fig. 6: Computational domain of the wake capturing
methodology.

Fig. 7: Visualization of one of the blade grids and the
finer level of background mesh.

3.4 Noise radiation computation: UMAC

The acoustics code developed at the University of Mary-
land is based on the Ffowcs Williams and Hawkings [17]
equations and is capable of both on- surface and off-surface
computations using Formulation 1A [18]. Pressures, ve-
locities and density from TURNS are used for the off-



surface (permeable surface) acoustics computation, while
blade surface pressures alone are used for the on-surface
(impermeable surface) acoustic computations. The acous-
tics code can also compute the near and far-field radiated
noise using integrated lift and drag prescribed on the blade
surface. This code has been extensively validated against
BVI experiments performed at the University [19].

3.5 Python coupling

This coupling approach between the various solvers is im-
plemented using Python scripts. For each solver, a Python
class interface is created, which interacts with the For-
tran modules using Fortran to Python Interface genera-
tor (F2PY). Parallelization of the code is achieved using
pyMPI. The different computational grids are split into
blocks to achieve near load-balanced simulations. The
Python NumPy library is used for array manipulation and
data exchange between the solvers. While UMARC is used
for the structural model in this analysis, the framework is
generic enough to incorporate an alternate structural solver.
Data from the different codes is interpolated using spectral
interpolation in azimuth and cubic spline interpolation in
the radial direction, according to the different discretiza-
tions used.

4 PARAMETRIC STUDIES

4.1 Linearized aerodynamics: optimal time step for
accurate BVI prediction

The influence of the time step size was determined by run-
ning the linearized aerodynamics code with different time
step sizes, ranging from 5.0 ◦ to 0.25 ◦. This study was to
determine the minimum time step required to capture the
BVI events as accurately and efficiently as possible. Fig-
ure 8 shows the normal force and pitching moment coeffi-
cients, as well as their time derivatives as a function of az-
imuth on the advancing side for the baseline case. It can be
seen that for a time step above 2.5 ◦, the sharp BVI peaks are
not well captured in magnitude because not enough points
in the azimuthal direction are being used. However, the low
frequency is satisfactory. For a time step of 1.0 ◦, which is
what was used for the rest of this study, the difference with
the two lowest values of dψ is minimal, as only a small frac-
tion of the magnitude is missing for the sharpest peaks. This
time step size also saves on computational cost. The struc-
tural deformations and loads are not affected by the value
of dψ used in the aerodynamics solver, as only the lower
frequency content of the airloads is of importance. This is
why the time step size used in the structural solver was only
5.0 ◦.

Fig. 8: Influence of the time step size on BVI peaks pre-
dictions.
4.2 Linearized aerodynamics: wake modelization

(root/tip vortex, wake age, number of trailers)

The influence of the vortex modelization in the free-wake
module was also assessed. The inclusion of root vortices in
addition to those released at the tip of the blade and the
number of revolutions each vortex is free to convect for
was varied. Two and three revolutions were considered as
nearly all BVI events occur for wake ages lower than two
rotor revolutions. Figure 9 shows the impact on the normal
force. While adding root vortices in the simulation made an
important difference, the number of revolutions only had a
minor influence. Although no difference is seen in terms of
phase, the magnitude of the BVI peaks is different whether
root vortices are present or not, at least on the advancing
side. When present, the normal force derivatives are always
over-predicted. This is the case only for later azimuthal lo-
cation when both vortices are included. At the front of the
rotor, a large difference can be seen between the two rep-
resentations, with the one without the root vortex under-
predicting the peak-to-peak magnitude. It should also be
noted that the retreating side is not affected as much, as well
as the pitching moments. The blade deflections are mildly
affected by these parameters, with both vortices modelled
and more revolutions being slightly beneficial (not shown).



This parametric study was also useful for the wake coupling
methodology as the free-wake module used was the same.
The fact that the linearized aerodynamics based approach
runs much faster than the wake coupling method made it
easier to conduct. Further studies should be carried out to
determine the optimal initial core radii and vortex growth
rates for both the tip and root vortices, along with vortex
strength, the idea being to get as close as possible to the
levels of swirl velocities seen in experimental PIV maps.

Fig. 9: Influence of the vortex modelization.

Finally, the number of trailers used in the near-wake
model was varied from 20 to 120. Figure 10 clearly shows
that this parameter does not have an impact on airloads pre-
dictions as they are very similar to each other. A study of
the influence of the number of trailers in the far-wake model
should be carried out, although such analysis has already
been conducted by Lim et al. [24], which showed that more
trailers was beneficial for airloads predictions.

4.3 Wake coupling: number of sub-iterations and time
step size

Early numerical simulations using the wake coupling ap-
proach showed large overpredictions of BVI peaks in the

Fig. 10: Influence of the number of trailers in the near-
wake.

pitching moments, especially for the minimum vibration
case. It was determined that this was due to the relatively
low number of sub-iterations used, six, and that more sub-
iterations were required to better resolve the pitching mo-
ments and obtain more convergence within every time step.
Further testing was done using 10 and 15 sub-iterations and
the impact on CmM2 is shown in Fig. 11. The influence
of the time step size on this issue was also examined, go-
ing from 0.25 ◦ to 0.125 ◦ with 10 sub-iterations. It can
be seen that with more sub-iterations, the over-prediction
of the pitching moment decreases. Going to a smaller time
step size of 0.125 ◦ with 10 sub-iterations, which is equiva-
lent to running 20 sub-iterations at 0.25 ◦, does not present
any clear improvement compared to 15 sub-iterations at the
larger time step. In addition, no real difference was noticed
in the normal force. Therefore, 15 sub-iterations were used
in this study with dψ = 0.25.

5 RESULTS

The three methodologies described above have been applied
to the HART-II baseline condition as well as the minimum
noise and the minimum vibration cases, which include 3/rev
higher harmonic blade pitch control. Comparison is made
with experimental measurements. The data presented in-
cludes normal force and pitching moment coefficients at
87% span, blade tip flap, lead-lag, and torsion deflections as
well as the related bending moments, control angles, wake
geometry, and finally noise radiation.



Fig. 11: Influence of the number of sub-iterations on
the pitching moments.

5.1 Airloads

Predictions of normal force and pitching moment coef-
ficients are compared with those from experiment at the
87%R spanwise location. It should be noted that all air-
loads are plotted with mean removed. The mean values
plotted in Fig. 12 show good agreement with the experi-
mental data, except for the MN and MV pitching moment
but the experimental values are thought to be offset [2]. It
can be seen in Fig. 13 that all three methods capture the
low frequency content of the normal force correctly, al-
though only the CFD based approaches manage to predict
the full peak-to-peak magnitude near the front of the rotor
disk. The MN and MV cases display a strong 3/rev behav-
ior due to HHC, which can also be seen in the structural
deformations and moments (flap and torsion). For the base-
line case, it can be seen that the phase of the lower peak
near 180 ◦ is offset by a few degrees by all three methods.
This could be due to the fact that no fuselage model was
included in this study, as recent studies [25 - 26] showed
that such a model made an important difference at the front
and back of the rotor. The pitching moment trend is well
captured by both CFD methods (Fig. 14), while linearized

aerodynamics proves quite satisfactory, thanks to the hy-
brid Wagner-Kussner unsteady formulation used. The wake
coupling approach predicts a large oscillation in the pitch-
ing moment near 100 ◦, both in the BL and MN cases. It is
assumed to be due to the free-wake modelization and needs
further investigation. Figures 15, 16, and 17 are close-up
views of the advancing and retreating sides of the normal
force and pitching moment, for the BL, MN, and MV cases.
The unfiltered data is shown along with the 10/rev filtered
data and time derivatives. These views allow easy com-
parison of BVI loading predictions. The linearized aero-
dynamics based method over-predicts the magnitude of the
peaks due to BVI on the advancing side, while the wake
coupling approach seems quite reasonable. However, the
wake capturing method does not give adequate BVI predic-
tions on the advancing side as the peaks are clearly under-
predicted, the retreating side peaks being better captured.
This is due to the fact that the vortices responsible for the
BVI peaks on the advancing side are older than on the re-
treating side and therefore, are more diffused at the time of
interaction. This suggests that a finer grid resolution might
be necessary on the first level background mesh (going from
0.1c to 0.05c) to better preserve those structures. It should
also be noticed that both free-wake based methods show
the largest BVI peak at later azimuths than the experimen-
tal data, although the phasing of each peak is quite good.
This can be explained by the lower vertical position of the
filaments which lead to later interactions with the blades,
as will be seen in the wake geometry comparison. Despite
being under-predicted, the largest BVI peak predicted by
the wake capturing approach seems in phase with the data.
Compared to the BL case, the MN case shows lesser and
smaller BVI events on the advancing side and those are
shifted upstream, near the 70 ◦ azimuthal location, due to
the application of HHC. This results in lower levels of noise.
All methods display this trend but are unable to capture the
large peak near 70 ◦. The pitching moment predictions of
the peaks due to BVI are much less satisfactory in terms of
phase, magnitude, and occurrence. Both free-wake based
approaches shows some over-prediction on the advancing
side, although the use of more sub-iterations in the wake
coupling approach made these levels acceptable. Overall,
the wake coupling approach shows the best level of correla-
tion, but a finer grid resolution would allow the wake cap-
turing method to predict the BVI events more accurately (as
seen by others [3]). Considering the much shorter run-time
required by the linearized aerodynamics, its level of accu-
racy is very encouraging.

5.2 Blade Elastic Motion

Blade tip deflections including elastic flapping, lead-lag,
and torsion are plotted in Fig. 18 for the different methods
versus experimental data. The experimental bands show



Fig. 12: Normal force and pitching moment, mean val-
ues.

that significant dissimilarities were measured between the
blades. Flapping motion is plotted without displacement
due to precone. Lead-lag motion is shown with mean re-
moved, as the experimental mean levels are thought to be
offset. Finally, blade torsion is plotted without pitch due to
control angles and higher harmonic control, as well as the
linear built-in blade twist. It can be seen that both free-wake
based methods under-predict the flapping displacement at
the front of the rotor while the wake capturing approach is
close to the experimental data. The lead-lag motion is well
predicted by all methods, although the linearized aerody-
namics approach displays a slight phase shift of the peak,
which is thought to be due to the lack of unsteady mod-
elization of the rotor drag. The elastic twist predictions
of the CFD based methods for the BL case have an addi-
tional oscillation on the advancing side, especially large for
the wake capturing approach, which needs further investi-
gation. For the MN and MV cases, the strong 3/rev elastic
pitching motion can be observed. Both CFD based methods
are capturing the peak-to-peak magnitudes correctly but the
linearized aerodynamics method often under-predicts these
oscillations. Overall, the wake capturing approach gives the
best levels of correlation with the experimental data, despite
lacking correct BVI airloads predictions. But this loading is
of higher frequency which has little impact on the structural
behavior of the rotor blade.

5.3 Rotor Trim

Rotor trimmed control angles (θ0, θ1C, θ1S) are plotted in
Fig. 19 for all three cases. It can be seen that the wake cou-
pling approach gives better predictions than the other two
methods, although the offset is usually less than 0.5 ◦. The

Fig. 13: Normal force, unfiltered data, BL, MN, MV
cases.

longitudinal cyclic pitch (θ1S) is slightly under-estimated by
both CFD based methods [2] while it is over-predicited by
the linearized aerodynamics.

5.4 Blade Structural Moments

Blade structural moments have proven difficult to accu-
rately predict as a large scatter was observed in [2] and [3]
between different state-of-the-art structural solvers. Shown
here are the bending moments in flap (at 17%R), lag (at
17%R), and torsion (at 33%R) using the force summation
method. All simulations give satisfactory results in flap.
The lag bending moment predicted by the linearized aero-
dynamics method is slightly offset in phase, as seen in the
tip lead-lag results. The higher frequency content present in
the data is captured by all methods, although the wake cap-
turing does over-predict these oscillations. The torsion mo-
ments are in somewhat good agreement with the experimen-
tal data for both CFD based methods, but is under-estimated
by the linearized aerodynamics.



Fig. 14: Pitching moment, unfiltered data, BL, MN, MV
cases.

5.5 Wake Geometry

Iso-surfaces of Q-criterion are shown in Fig. 21 for the
MV case, colored by vorticity magnitude with levels going
from 0.03 to 0.15. Experimental vortex center locations are
known in two lateral planes on the advancing and retreating
sides at ±70%R, as shown in Fig. 22. This data was ob-
tained with the reference blade at two azimuthal locations:
20 ◦ and 70 ◦ . Predictions at those two planes using all
three methods are compared in Fig. 23 for the BL (a), MN
(b), and MV (c) cases. It can be seen that the wake capturing
method is the closest to the experimental data, although the
wake coupling approach gives reasonable results, especially
at the back of the rotor where the wake capturing method
predicts a higher wake position. This is probably due to
the fact that the intermediate vortices (older vortices near
the center of the rotor) that should push the vortex system
down are somewhat diffused. The linearized aerodynamics
gives the poorest prediction with a lower overall wake posi-

tion. It should be noted that both free-wake based methods
have similar wake locations in the first quarter of the rotor
disk, which, as seen previously, leads to an offset of the BVI
peak of maximum magnitude, as the blades hit the vortices
later. The experimental results for the MV case show a dual-
vortex system on the advancing side. This is due to a neg-
ative tip loading around azimuths of 150 ◦ and the forma-
tion of a counter-rotating vortex. However, both free-wake
based methods do not capture this phenomena as no nega-
tive loading is predicted. The wake capturing method was
able to predict the higher wake locations on the advancing
side but the counter-rotating vortex could not be extracted
(Fig. 22). This clearly shows that a refinement of the free-
wake model is necessary, as well as a finer discretization for
the wake capturing approach.

5.6 Noise Levels

Sound Pressure Level (SPL) contours were obtained exper-
imentally from a microphone array placed 1.1R below the
hub, and extending 2R in front and behind and 1.35R on
each side on the rotor. BVISPL (6-40 Blade Passage Fre-
quency (BPF) filtered) for this noise carpet are compared
with numerical results in Fig. 24. It should be noted that
SPL are mostly influenced by airloads time derivatives. It
can be seen that, as expected due to the larger time deriva-
tives of BVI loading, the linearized aerodynamics based
method gives over-predicted levels. However, the wake
coupling approach seems to give satisfactory noise levels
and all methods predict the right directivity pattern: in the
MN case, the advancing side hot-spot is shifted upstream
and reduced in intensity, in the MV case, the hot-spot is
larger and stronger. In addition, the dual hot-spot that ap-
pears in the MN case is only predicted by the wake cou-
pling. Acoustic results for the wake capturing approach are
not shown here as most BVI events were noticeably smaller
than experimental data, leading to low time derivatives and
greatly under-estimated noise levels.

6 CONCLUSION

This paper presented the application of a multi-fidelity cou-
pled CFD/CSD framework to the HART-II rotor test. Three
levels of aerodynamics modelizations where used and com-
pared to experimental data.

• The method based on a linearized aerodynamics model
proved quite accurate considering its low required run-
time. Airloads were somewhat over-predicted, leading
to higher noise levels. The pitching moments benefited
greatly from the hybrid Wagner-Kussner unsteady for-
mulation.



• The wake capturing method and the level of numerical
refinement used generated unsatisfactory results. BVI
events were largely under-predicted on the advancing
side, leading to lower noise levels. The BVI induced
airloads were fairly reasonably captured on the retreat-
ing side and it is expected that an additional level of re-
finement to 0.05c would allow for reasonable capture
of the BVI airloads on the advancing side. The struc-
tural deformations and moments showed good com-
parison with experimental data, as the lower frequency
content of the airloads was accurately predicted.

• The wake coupling approach proved to give the high-
est level of correlation, although some discrepancies
due to the free-wake model, which still needs refine-
ment, were observed. In that regard, the wake captur-
ing approach showed encouraging results as the BVI
events phasing and wake geometry were closer to ex-
periments.

7 RECOMMENDATIONS

• The free-wake modelling should be refined to give bet-
ter BVI predictions. The influence of the vortex core
size and strength need to be investigated and compared
to experimental PIV maps.

• The wake coupling approach could be modified to in-
clude a characteristic boundary condition instead of
the field velocity method for calculating the effect of
vortices on the grid points. This avoids the computa-
tion of the Biot-Savart law at every grid point, which
can be expensive if not using a Fast Multipole Method
(FMM). Grid velocities will only be modified at the
mesh boundary, along with density, using isentropic
relations, and pressure, using Bernoulli’s principle.
The vortices will then be free to convect inside the
computational domain.

• As the wind tunnel testing was conducted using a
generic fuselage and as recent studies [25 - 26] showed
that a fuselage model could lead to higher levels of ac-
curacy in BVI loading, the influence of a fuselage on
the rotor and its surrounding flow field should be in-
cluded in the further studies. For the two free-wake
based methods, it can be added through the use of
panel code for the generic HART fuselage. For the
wake capturing method, it can be done using an im-
mersed boundary condition where the fuselage shape
is embedded inside a rectangular cartesian mesh using
a hole cutting algorithm. A no penetration and no slip
condition is enforced at the boundary and applied to
the primitive variables through tri-linear interpolation.

• The level of grid refinement used in the wake captur-
ing approach should be increased. The use of Vortex

Tracking Grids (VTG) can be considered, if the finer
grid discretization required drives the numerical cost
too high for the available resources.

• Airloads predictions could potentially be improved by
integrating the chordwise pressure distribution at the
87% span location only where pressure sensors where
positioned in the experiments. Good levels of im-
provement can be expected from such a method, es-
pecially for pitching moments, as shown by Biedron et
al. [27] for the UH-60 and by Park et al. [28] for the
HART-II rotor.
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(a) Advancing side (b) Retreating side

Fig. 15: Normal force and pitching moment, unfiltered, 10/rev filtered, time derivatives, BL case.



(a) Advancing side (b) Retreating side

Fig. 16: Normal force and pitching moment, unfiltered, 10/rev filtered, time derivatives, MN case.



(a) Advancing side (b) Retreating side

Fig. 17: Normal force and pitching moment, unfiltered, 10/rev filtered, time derivatives, MV case.



(a) Baseline case

(b) Minimum Noise case

(c) Minimum Vibration case

Fig. 18: Blade elastic flap, lead-lag, and torsion displacements.



Fig. 19: Trimmed control angles (θ0, θ1C, θ1S) for the three cases.

Fig. 20: Blade structural moments, flap lead-lag, torsion.



(a) Iso view

(b) Top view

Fig. 21: Iso-surfaces of Q-criterion colored by vorticity
magnitude (levels: 0.03-0.15), MV case, reference blade
at 70 ◦ (blade solutions not shown).

Fig. 22: Planes where wake geometry is compared (vor-
ticity magnitude levels: 0.01-0.15), MV case, reference
blade at 70 ◦).

(a) Baseline case

(b) Minimum Noise case

(c) Minimum Vibration case

Fig. 23: Vortex vertical position comparison on the ad-
vancing and retreating sides.



Fig. 24: BVISPL contours (6-40 BPF).


