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ABSTRACT cover most of the multidisciplinary aspects (aerayics,
structures, dynamics, acoustics, stability and robnand
Computational fluid dynamics (CFD) for rotorcraft propulsion), use lower-order aerodynamics modeiethan
applications has made significant gains in the pasirs. lifting line theory.
One of the enabling technologies has been the dise o In the meantime, computational fluid dynamics (CFD)
structured overset grids and flow solvers, whickeethe  for rotorcraft applications has made significaningan the
grid generation burden for complex helicopter past years, however, still lagging far behind tfiged wing
configurations compared with other structured grid counterparts due to geometry and flowfield compjexdne
methods. They allow for moving body components in of the enabling technologies has been the use efsetv
relative motion that are typical of rotorcraft cignirations. grids and flow solvers, which ease the grid gefnat
Overset CFD software has been used for isolatestsdn burden for complex helicopter configurations coneglar
hover and forward flight as well as complex rotosdlage  with other structured grid methods, while allowirigr
interaction problems. This work describes some hef t moving body components in relative motion that tgpcal
advanced calculations that have been performedgusinof rotorcraft configurations. Overset CFD softwhes been
overset grids and high performance computing atUts used for viscous, dynamic simulations of isolatetbns in

Army Aeroflightdynamics Directorate. hover and forward flight as well as complex rotosdlage
interaction problems. The National Rotorcraft Teabgy
NOTATION Center Rotorcraft Centers of Excellence in the Uh&ve
made progress in dynamic rotorcraft simulationsthe
Co rotor torque coefficient University of Maryland [1] and Georgia Institute of
Cr rotor thrust coefficient Technology [2,3,4]. The recently completed French-
FM rotor figure of merit,C;,/C+/2/Cq German CHANCE project and other researchers in fiuro
M Mach number have demonstrated dynamic, moving body capabilities
MZc, section pitching moment [5,6,7,8]. Unstructured, moving body grids with ines
MZc, section normal force adaption have been investigated in Korea [9].
PUWSS pitch-up with sideslip The overset grid domain decomposition methodology
r radial coordinate was originally proposed by Steger [10]. In the ‘“@hra”
R blade radius method, the grid generation task about a geoméyrica
TPP tilt equivalent tip path plane tilt complex configuration is reduced to multiple, oaeping
o rotor solidity grids covering the domain. The result is multidéenple
Y rotor azimuth, degrees (0 deg aft) topology meshes communicating through boundary
interpolation. Wall-bounded viscous layer resolutio
INTRODUCTION moving bodies, and parallel processing methods are

especially easy to accommodate. Implementationitirere

Analysis of helicopter fuselages and rotors is anstructured or unstructured grid CFD codes is
exceptionally challenging multidisciplinary  problem straightforward with the use of an IBLANK array. &h
Successful aerodynamic analysis of this problenuireg penalty for simplification of the grid generaticesk is the
accurate capabilities for modeling unsteady, three-burden to provide boundary interpolation data amde h
dimensional flowfields, including incompressibleow, cutting. Hole cutting is required when grid poifda#f inside
transonic flow with shocks, reversed flow, dynarstall, inappropriate regions, such as inside solid bodeside
vortical wakes, rigid body motion, and aeroelastic range of CFD codes take advantage of this technique
deformation. To handle the overwhelming complegityhe through library support [11,12] or independent depment
problem, rotorcraft comprehensive codes, whichngiteto efforts. Several overset codes are now being used f
rotorcraft calculations. For example, all three e®dn
Presented at the 3European Rotorcraft Forum, September 13-15, 2005, Ref. 2 have overset capability under development.
Florence, Italy.




Lumping all rotorcraft applications together is a
mistake. In particular, tiltrotor and helicoptertars have
significant differences in design philosophy andretric
representation. Small-scale, low Reynolds numbtercoaft
and UAVs, ducted fans, and new, advanced configunst
such as the Canard Rotor Wing, present specialeciggs
for CFD modeling. The ability to accurately analyaed
understand diverse flow regimes is a critical regpaient for
optimum rotorcraft design.

Flow solutions are computed on structured, overset
grids using body-conforming, curvilinear “near-bddyids
and automatically generated uniform Cartesian baifty”
grids as developed by Meakin [15]. Near-body grids,
generated in OVERGRID, are used to discretize tifase
geometries and capture wall-bounded viscous eff@ttey
typically extend about one (characteristic) choeshgth
from the surface. Multi-level, uniform Cartesianf-bbdy
grids extend to the farfield with increasing grigasing

Significant advances have been made in modeling(factor of 2) and capture the off-body flow fieldcluding

complex, moving body configurations in time-depeartde
simulations by taking advantage of the overset gradhod
and continual advances in high performance comgutin
However, several roadblocks remain. In particutarrent
applications indicate the inability to accuratelpdel the
rotorcraft wake due to excessive numerical disgpaand
lack of grid resolution. Turbulence modeling alemtinues
to prevent revolutionary progress
predictions. This paper discusses recent progtabe &J.S.
Army Aeroflightdynamics Directorate (AFDD) in using
overset grid methods and high performance computing
rotorcraft performance prediction and flowfield siations.
The computational methodology is described, folldvioy
example calculations for hover, forward flight, arator-
fuselage interaction.

METHODOLOGY

wakes. An example of this gridding strategy is shdw
Figure 15. Level-1 grids, shown in red, have theedi
uniform spacing.

Force and moment evaluation is performed using the
FOMOCO software [16,17]. With arbitrary, multiply
defined surfaces in the overset methodology, iwatimn of
aerodynamic quantities is a difficult problem. lhet

in dynamic stall MIXSUR module of FOMOCO, singly defined regions of

the surface geometry are created using oversekibfan
methodology. These regions are then connected by
unstructured, triangular “zipper” grids. The OVERIN
integration routine uses the structured and urnsired
regions to perform pressure, momentum, and viséonee
and moment integrations. This module is integralieelctly
into the flow solver.

The flow solver used by the U.S. Army AFDD
rotorcraft group is the Reynolds-averaged Naviekss
computational fluid dynamics code OVERFLOW 2 [1B].

Numerous tools have been developed to simplify andis continually being developed by NASA and the LA8ny

expedite the process for overset solution methajiedo
While these tools help tremendously, the oversiet GFD
process is far from automated. Many researcherm fro
NASA, U.S. Army, government contractors, and indust
have contributed to the software development.

Overset structured grid generation is performeagisi
the powerful graphical user interface OVERGRID 143,
developed by William Chan at NASA Ames. The sofvar
contains capability for geometry and grid visudiza,
processing, and diagnosis;
generation; flow solver input preparation; dynamiotion
simulation; and hole-cutting pre-processing. Thegpam is

and has been applied to a wide range of fluid dycsam
problems. OVERFLOW 2 is the result of the recenigime

of the capabilites of OVERFLOW-D [19] and
OVERFLOW 1.8 [20,21] by Pieter Buning at NASA
Langley. OVERFLOW-D is now replaced by OVERFLOW
2, which has acquired most of the OVERFLOW-D
capabilities. These capabilities include 6-degree-o
freedom, dynamic, rigid-body motion; automatic,
background Cartesian grid generation; hole cuttamgl

surface and volume griddomain connectivity; solution adaption; and MPI gikel

processing. The latest OVERFLOW 1.8 upgrades irclud
steady and unsteady low Mach number preconditigning

written in C, OpenGL, Tcl/Tk, and FORTRAN and has advanced 1- and 2-equation turbulence models, timel

been ported to most UNIX and LINUX platforms. Sgda

stepping, multigrid acceleration, matrix dissipatioand

grid generation can be performed on structured orupwind schemes. OVERFLOW 2 thus contains numerous

unstructured surface entities. The overset surfgdd
generation process typically involves a hyperbolarching
scheme for surface generation (SURGRD), startiomfan
intersection, feature, or arbitrary curve. Trarigfin
interpolation can be used for domains bounded omemo
than one side. Hyperbolic grid generation (HYPGHES)
effectively used for volume grid generation of bedy
conforming meshes. End spacings are specified én2i
and 3D grid generation process, and
stretching ratio can be maintained.

algorithm and turbulence model options for a palall
processing environment.

Most of the calculations shown here use
OVERFLOW-D, which is based on an earlier version of
OVERFLOW. For spatial discretization™#rder central
differencing with artificial dissipation is usedof~subsonic
rotorcraft flows the Z-order artificial dissipation is
typically turned off. When possible, grids overlap

limitations onsufficiently to allow double fringing, where two tiadary

points are interpolated from adjacent overlappimglsy



This allows gradient as well as solution informatio be
transferred more smoothly and accurately betweéas.gr
The time-accurate analyses use an implicitorder
algorithm in the near-body grids and an expli¢tt@der
Runge-Kutta scheme in the off-body grids. The Batdw
Barth one-equation turbulence model is used innbar-
body grids, which are assumed fully turbulent. Haiyer
viscous terms are added only in the computatiomattion
normal to the surface. Off-body grids are modeled a
inviscid in order to reduce the numerical dissipatin the
wake. More recent investigations with OVERFLOW 2 [2
are using advanced turbulence models, low Mach eumb
preconditioning, and"-order dual time stepping.

For rotorcraft problems, modifications to the codse
made for calculation of isolated hovering rotorsS$iyawn
[22]. In particular, isolated, hovering rotor flovean be
computed as steady-state problems
reference frame with the addition of a rotationalrse
term. Special hover characteristic outer boundangdiions
based on a source-sink distribution have also bsed. An

deforming surface grids includes implementation tioé
Geometric Conservation Law and finite volume time
metrics, surface grid deformation and volume grid
movement, and subroutine-activated regeneratiok-ays
and inverse maps. Particularly for rotor bladesstat
motion is introduced by the structural mechanicgl an
dynamics in addition to rigid body movement duedtor
rotation, collective, and cyclic. Surface point foat is
computed from a transformation matrix that contdinsh
the translational and rotational motions determirfiexin
quarter chord motion. Volume grid points are mousihg
the motion of the associated constant computational
coordinate surface point. Outer boundaries aretfrdat,
allowing for unlimited flapping of rotor blades Wiut
constraints on grid generation.
High aspect ratio edgewise helicopter rotors inenov

in a blade-fixedand forward flight have significant rotor dynamiesid

aeroelastics which usually cannot be neglected¢cénehe
need for CFD and computational structural dynar@SD)

coupling. An efficient loose coupling algorithm is

LU-SGS time advancement algorithm is combined with implemented which gives fast convergence to a garjo

local time stepping to speed convergence to stetatye.
Symmetry considerations in multi-bladed rotors berused
to significant advantage to

reduce problem size.

trimmed state. In an iterative fashion the methogdyl
completely replaces the comprehensive code airleatts
CFD airloads, while in the process using liftingnei

OVERFLOW 2 also contains momentum source, bladeaerodynamics to trim and CSD to account for blade

element actuator disk capability that can be ussdaa
modeling simplification to individual blade modedifi23].

More complex configurations with bodies in relative
motion require the time-accurate modeling of thevimp
bodies. XML inputs or user-defined FORTRAN subrpes
prescribe the arbitrary six degree-of-freedom nmsioKML
motion input is conveniently linked with the OVERGR
GUI [24] and allows for hierarchical motions of
aerodynamic components. In addition to prescribetan,
aerodynamic forces can also be applied.

Motion of overset grids requires recalculation bé t
domain connectivity, including hole cuts and intaig
boundary point interpolation coefficients, at ediame step,
as the near-body grids move through the statioofifyody
grids. Hole cutting, which is required when onalgoasses
through another, is performed efficiently using Mess
object X-ray technique [25]. For rigid bodies, Xssaare

deformation. Both CAMRAD Il and RCAS comprehensive
codes are coupled [26].

Post-processing of large, time-dependent datasets c
be very labor intensive, in addition to the comgateal
expense of frequently saving the flow solution. 8difow
visualization post-processing has been incorpordiesttly
in OVERFLOW 2 by Tor Nygaard at Eloret Inc. Capdpil
includes dumping of surface flowfield data and joéat
tracing. Co-processing particle tracing within OVFHROW
2 using the parallel processing framework is mareust,
accurate, efficient, and significantly less lali@ensive than
post-processing strategies. The major drawbackhés t
requirement to know in advance the areas of interes
which to seed the flow or the solution must be meru
However, due to the overwhelming file managemesués
required for post-processing large-scale, dynartiog-
accurate rotorcraft simulations, co-processing B a

generated in a pre-processing step using OVERGRIDattractive alternative.

Interpolation coefficients are determined using ense
maps, stencil walks, and Newton iteration searchifoy
moving body problems, reuse of information from the
previous time step enables an order of magnitudedspp
compared to domain connectivity solutions from wira
Using this technique, the domain connectivity wodn be
efficiently performed in less than 10-20% of thendi
required for the flow solver.

For aeroelastic calculations, several modificatians
made to the rigid body version of OVERFLOW-D [26].
Capability that has been added to accurately ad¢cfoun

Solutions are computed on large parallel computers
a network of PCs/workstations communicating witte th
Message Passing Interface (MPI) protocol. Bothdihvmain
connectivity and flow solver modules have been lpized
for efficient, scalable computations using MPI 3],
Coarse grain parallelization on large numbers otessors
is achieved by distributing grids among the prosessand
if necessary, splitting them as appropriate intoalfm
blocks to prevent bottlenecks.



APPLICATIONS

Applications of the overset grid software for rataft
configurations are presented here for hover andaiat
flight of isolated rotors and rotor-fuselage conattions.
The configurations under investigation are the WAG
Blackhawk helicopter and the V-22 Osprey tiltrotor.

The UH-60A Blackhawk is a utility tactical transpor
helicopter with a contemporary, high performancélatied
rotor. The blade has a radius of 322 inches, ararbe
(SC1095 airfoil) chord of 20.76 inches, and a 2@rde
swept tip outboard of 93% span. The solidity is2®8and
there is approximately 16 degrees of nonlinearttwis

The V-22 is the first production tiltrotor and sesvin
transport and special operations roles. The 3-blad&rs
have a 228 inch radius, a tip chord of 22.0 inckefidity
of 0.105, and 38 degrees of nonlinear twist. Thgea
amount of nonlinear twist is typical of tiltrotorbut
significantly different from helicopter configuratis. Bell
proprietary XN-series airfoils are used.

Isolated Hover

Although not actually a dynamic, moving body prable
when simulations are performed in the referencendraf
the hovering isolated rotor, hover is an excepfilgna
important part of rotorcraft operation. More thamything
else, hover defines the unique capabilities ofchgliers and
tiltrotors. Accurately determining hover performands
critical in rotorcraft design. Numerous rotor cgufiations
in hover have been investigated by U.S. Army perebn
and collaborators using overset grid methods, dioly
guarter-scale V-22 and JVX [29], UH-60A [22], Comba
FANTAIL™ [23,30], Mesicopter [31], and Mars rotdd?].
The scaled V-22 and UH-60A are highlighted here.

Model-Scale UH-60A [22]

A 17.5%-scale isolated rotor UH-60A model was t@ste
in hover by Lorber [33]. The experimental datas@ttains
performance information as well blade sectionabings.
The hover tip Mach number is approximately 0.64.

Strawn and Djomehri performed several CFD
calculations on the model-scale UH-60A in hover][22

one blade is modeled in a quarter domain simulatigh
periodicity enforced at the appropriate boundarid® total
grid system contains 10.6 million points: 2.1 roifli near-
body and 8.5 million off-body. Wake spacing on fimest
Cartesian level is 0.10 times the reference charthtal of
five progressively coarser levels are generatedtouhe
farfield boundary, which is placed at six rotor irad all
directions from the center of the domain.

CFD simulations were run for eight collective arsgle
[22]. A comparison of figure of merit predictiongaanst
experimental test data, as shown in Figure 2, celesat.
Discrepancies are only noted at the lowest thrextl|for
which the CFD results showed poor convergence altileet
close proximity of the rotor wake.

Quarter-Scale V-22 [29]

The Tilt Rotor Aeroacoustics Model (TRAM) is a
quarter-scale V-22 wind tunnel model that was acoestd
to facilitate tiltrotor aeromechanics research. T$wated
scaled V-22 rotor was tested in the Duits-Nedesdand
Windtunnel Large Low-speed Facility (DNW-LLF) [34].
The test provided a significant source of aerodits)s
performance, and structural loads data for valatof
tiltrotor analyses. Among the aerodynamics datauiaed
were rotor performance and blade pressures. Thénabm
hover tip Mach numbers investigated in this test @58
and 0.62, although this is not representative @M22.

Overset grids for the quarter-scale V-22 are simila
construction to the UH-60A configuration. Howevelastic
blade effects are minor in hover for these stitidas and
have not been included. The near-body grids extend
approximately one tip chord away from the body. ltEac
blade grid contains 1.9 million points. The totabladed
grid system with no periodicity assumed contains915
million points: 6.2 million near-body and 9.7 nulfi off-
body. Wake spacing on the finest Cartesian leve).19
times the tip chord. The level-1 grid extends @®r radii
below the plane of the rotor. Where the Cartesiad g
points fall inside the geometry, hole cutting isptoyed to
blank out these points. A slice through the gridtesm in
Figure 3 shows the off-body grids and hole cuts.

CFD solutions for the scaled V-22 rotor were rundo
range of collective angles from 8 to 16 degree$ wittip

Measured blade elastic twist is used to define theMach number of 0.625 [29]. Comparison of computeio
aeroelastically deformed surface grid at each thruswith the DNW hover performance data is shown inuFég

condition. The UH-60A near-body grids for hover end
approximately 0.60 chords away from the body amtuote
sufficient resolution to capture boundary layer coiss

4, detailing figure of merit trends with thrust. &h
agreement for rotor performance is quite good. &liera
consistent underprediction of figure of merit (0C@D2),

effects and ¥y at the wall less than one. The near-body grid with the correct trends predicted across the cillecange.

system is shown in Figure 1. The grids use C-magblogy
blades and tip caps. Each blade contains 1.7 mipimints
in 3 grids — blade, root cap, and tip cap. A cerdey grid
is included to prevent flow recirculation at theisaxOnly

This discrepancy can be attributed to the fullybtlent

assumption, when in actuality at these local ciReginolds

numbers, some laminar flow undoubtedly exists. Tikis
supported by calculations with transition specified
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Figure 3. 0.25-scale V-22 off-body grid system and

wake vorticity in hover. - ®
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Both configurations showed grid independence of the 'R
integrated hover performance quantities when offybgrid . . .
spacing was reduced from 0.10 chords to 0.05 chartt Figure 6. 17.5%59a|e UH-60A se;ctlonal thrust with
in the tiltrotor case, the surface grids were alsfined varying wake spacing.

(Figures 2 and 4). However, 64 million points fdret (sectional @ for the baseline and fine grid UH-60A
UH-60A and 37.4 million points for the V-22 werdlstot calculations. As indicated directly by the vortexaks
enough to show grid convergence in the wake flddfie structure and indirectly by the effect that comesind miss
Figure 5 shows wake vorticity contours for the tiaseand distance have on blade loadings, neither case @n b
fine grid V-22 rotor. Figure 6 shows spanwise thiaading considered grid converged for flowfield details.



This is not totally unexpected since the tip vortexe
size is on the order of 0.10 chords, and is, tloeegfin no
sense resolved. Instead, the tip vortex is ovasdgiplated in
all these calculations. It is estimated that a midrepoints
across the vortex core in a uniform Cartesian meth
require billions of grid points. While such largeidy
systems are feasible on modern supercomputers witl
thousands of processors, the post-processing oh suc
solutions becomes exceedingly cumbersome with ourre
visualization methods. Adaptive mesh refinementhoes
may hold some promise for more judicious use ofi gri
points for resolution of wake vortices.

The overall conclusions to be drawn from numerous
discrete blade hover investigations of isolate@nois that
performance is generally well predicted by the sgegrid
CFD, however, the details of the flow, and the wéke
particular, have not yet been shown to be fullyohesd or
grid converged. Accurate calculation of vorticalkes is
one of the major deficiencies in rotorcraft CFD lgses.

Forward Flight

Calculations of edgewise rotorcraft in forward liig
generally requires unsteady, dynamic simulationserwh
discrete blade models are used. However, the \6&# in
forward flight is an axial propeller. Calculatiortsave
recently been performed for both the V-22 [35] and
UH-60A [26] isolated rotors in level cruise flight.

Full-Scale UH-60A [26]

The UH-60A isolated rotor in forward flight has Ibee
extensively investigated by numerous researcherkimg
with the NRTC/RITA UH-60 Airloads Workshop in order
to understand key unsolved problems in rotor aildoa
prediction. A unique and extensive flight test tatse
exists for this helicopter in level flight and tedent

tip detail

Figure 7. UH-60A forward flight surface grids.

plane of the rotor. Solution adaption is not used f
rotorcraft problems because it is more expediend an
efficient to pre-specify the complete wake regitiart to
perform frequent and costly solution adaptions, ciwhi
would most likely cover most of the wake anyway.eTh
resulting grid system contains 26.1 million poinfist.4
million near-body and 11.7 million off-body. An amithal
step size of 0.05 degrees is used in the CFD ecsdiouk,
corresponding to 1800 iterations per 90 degreestation
of the 4-bladed rotor. The CFD/CSD coupled solgiose
CAMRAD II and converge after 6-10 coupling iterats
with the coupling occurring every 90 degrees oforot
rotation. Periodic solutions are obtained by trimgnito
measured thrust and hub moment values.

Several level flight UH-60A data points have beeadi
to test the accuracy, efficiency, and robustnessthef
CFD/comprehensive coupling procedure [26]. Flight
counter ¢8534 is a high speed (158 knots), highaacky
ratio (0.37), level flight data point with (& = 0.084.
Comparisons of the coupled OVERFLOW/CAMRAD
results with flight test data and CAMRAD Il free kea

maneuvers [36]. The data were obtained during theanalysis are shown in Figure 8 for an outboard spation.

NASA/Army UH-60A Airloads Program. The database
provides aerodynamic pressures, structural loadsira
positions, and rotor forces and moments, allowiogthe
validation of both aerodynamic and structural medéhe
test matrix contains a wide range of advance raiod
gross weight coefficients. Note that since pubidatof
Ref. 26 and in all publications after 2004, a 14rde phase
correction to the flight test data has been madg [3

The UH-60A rotor geometry as described above is
used. The grid, however, is a high fidelity defuonit of the
theoretical flight rotor blade including trim tabhe surface
grids of the 4-bladed configuration are shown igufré 7
along with the fuselage grid. Baseline off-bodydgpacing
is the typical 0.10 chords. The level-1 grid is cfied a
priori to contain the complete rotor wake in theiwity of
the rotor. In particular, it extends 0.3 rotor idulow the

The magnitudes of the normal force and especidlly t
pitching moment from the coupled solution are irodo
agreement with the flight test data. The mean hasnb
removed from the pitching moments due to possilitf
test errors. The shape of the computed airloadgesuare
very good. Some discrepancies can be noted asttion,
such as the shape of the minimum peak and a mimasep
error, although these are improved at other rddations
High frequency oscillations in the test data in first
guadrant resulting from wake interaction are begiprto
be captured. The phase and magnitude of the coupled
airloads are a significant improvement over the freake
analysis.

A second flight test counter ¢8513 is a low spe@l (
knots), low advance ratio (0.15), level flight datint with
Ci/o = 0.076. At this condition there are significantl
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Figure 8. UH-60A airloads comparison, 0.37 advance
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Figure 9. UH-60A airloads comparison (means
removed), 0.15 advance ratio, r/R = 0.965.
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Figure 12. UH-60A airloads comparison, high &, 0.24
advance ratio, , r/R = 0.865.

shows the multiple blade-wake interactions. Sevéiml
vortices from the blades are visible, but genenaitye than
one revolution cannot be maintained in the off-bgdigs
due to numerical dissipation in the wake.

A final flight counter c9017 is an intermediate sge
frequency blade-wake interactions which dominate th (101 knots) and advance ratio (0.24), high throsffficient
airloads. Comparisons of the coupled results Wit test (Ci/o = 0.129), level flight test point flown at 17,080
data and CAMRAD Il free wake analysis are shown in This is a challenging and quintessential rotorcredt case
Figure 9 for an outboard span station. The phast andue to the wide variation of unsteady flow conditip
magnitudes of the normal force and pitching monfearh ranging from transonic to stall, with noticeable kea
the coupled solution are in excellent agreemenh wlie interactions. Comparisons of the coupled resultsl an
flight test data. The blade-vortex interaction nakrforce CAMRAD 1l free wake analysis with flight test datae
impulses at 90 and 270 degrees azimuth are capturedhown in Figure 12. Overall, the agreement betvftight
accurately and sharply. A qualitative comparisomafmal test and coupled results is respectable, althooghsgood
force on the rotor disk is also in excellent agreemin as the previous cases. The phase, magnitude, ape st
Figure 10. The blade-vortex interactions are cjeaidible. the pitching moments curves are in particularly djoo
Visualization of the wake (Q criteria) in Figure Hlso agreement with the test data. The major discrepanci

OVERFLOW/CAMRAD FLIGHT TEST

Figure 10. UH-60A rotor disk normal force comparison
(mean removed), 0.15 advance ratio.
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FLIGHT TEST [38]

Figure 13. Comparison of dynamic stall rotor maps(.24 advance ratio, high @

lift stall:

between flight test and the coupled solution ar@armal
force prediction. On the advancing side there
considerable disagreement in the steepness witbhvthie
minimum peak loading region is entered and depaifibéd
normal force distributions also lack the highereleand
overshoot oscillations in the third quadrant. Basadvake
visualization,
interaction that is poorly captured.

Using various stall detection criteria, a dynamialls
rotor map is created in Figure 13 from flight tdsta [38,
corrected] and CFD. Stall initiation lines basedrmmmal
force and pitching moment gradients are indicafshions
of separation based on 96% chord upper surfacesymes
coefficient divergence from the mean are shadedidRs
of zero chordwise skin friction at 96% chord argoashown
for the CFD solution. There is general agreemeraranall
the stall/separation criteria. The dynamic stalbioas
between flight test and CFD are in remarkable agese
with initiation of both stall cycles at the corrdotations.
The only discrepancy is the inboard extent of theosd

cycle and the disconnect between the two CFD reagion

there. There is only mild stall inboard of r/R ¥8. based
on inconsistencies between the normal force, pitchi
moment, and pressure coefficient criteria in batlalgsis
and flight test.

All the cases presented here were also investigated
coarse grid obtained by taking every other poiotrfrthe

, moment stall: eeeeee pressure coefficient divergence at x/c = 0.9

, zero skin friction: — — —

unexpected since CFD stall prediction can be highiy

isand algorithm dependent. Two- and three-dimensional

dynamic stall predictions are an area of ongoirgpaech
for which CFD has not yet been validated. Turbutenc
modeling remains one of the major challenges foueate
edge of the envelope and maneuver prediction ftoreomaft

this feature could be a blade-vortex computations. However, for overall stall predicticthe

coupled, turbulent, Navier-Stokes results are an
improvement over table look-up with dynamic stall
modeling in comprehensive codes.

In summary, the UH-60A coupled CFD/CSD
aeroelastic calculations show a reasonable capaldi
accurately predict level flight airloads acrossaage of test
conditions. CFD, in conjunction with corrections ftight
test data, solved noted discrepancies in azimyihase lag
and underprediction of pitching moments. Turbulence
modeling and wake resolution and prediction issues
continue to be the areas where further reseanbeaded.

Quarter-Scale V-22 [35]

While normally referred to as a proprotor, the ased
V-22 rotor in cruise is an axial propeller. CFD qartations
can use the steady-state hover formulation whearige of
attack is zero. Calculations of the quarter-scal@2Vv
proprotor were performed by Romander [35] using a
1-bladed, one-third periodic domain grid systemhwiit84

baseline grid. The normal force and pitching momentmillion points. Helical tip Mach numbers of approwtely

airloads were not sensitive to the grid density arete

0.64 and inflow ratios of 0.325 to 0.375 were sied and

deemed grid converged. The only exception was tak s compared with TRAM DNW experiments. Calculations

regions for the high thrust coefficient test poifthe
location of stall

underpredicted power by about 7% across a smajleraf

initiation and spanwise extent swa thrust coefficients. In addition to the quarterlec¥®-22,

somewhat sensitive to the grid details. This is notanalyses were also performed on a NACA high-speed
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Figure 14. UH-60A rotor-fuselage interaction airl@ads
comparison, 0.37 advance ratio.

propeller and full-scale V-22 rotor, which was cargd
against a Variable Diameter Tilt Rotor (VDTR).

Rotor-Fuselage Interaction

Addition of a fuselage to unsteady
simulations creates the need to model bodies iativel
motion. Overset grids are particularly suited fdrist
difficult task. Numerous calculations have beenfqrened

rotorcraft [

s =
L

Figure 15. V-22 surface, near-, and off-body grid
systems in hover.

for the V-22 in hover, low speed flight, and cruise Quarter-Scale V-22[29,39,27]

[29,39,27] as well as the UH-60A in forward flightth a
notional fuselage [26].

Full-Scale UH-60A [26]

Highlights will be shown here of rotor-fuselage 2-2
simulations in hover and low speed flight conditiorA
CFD model has been constructed of rotors insteadieca
high fidelity V-22 airframe hover configuration. &laircraft

The overset methodology and automatic backgroundfuselage, wing with deflected flaps, nacelles ificopter
Cartesian meshes make adding a fuselage to artedola mode, and tail are modeled. Both full-span and-$jadin

rotor calculation a straightforward task. A low dliy

Blackhawk fuselage geometry (Figure 7) has beeldec

in the high speed (c8534) coarse grid UH-60A calioih.

CFDI/CSD coupled airloads with and without the fagel
are compared with the flight test data in Figure The

primary effect of including the fuselage is to ieduan
upwash on the inboard part of the rotor blade €/R40)

near 180 degrees azimuth, thereby increasing thmato
force in this region. The change on this part & tbtor

affects the overall trim equilibrium and resultsanslight

redistribution of forces on the entire rotor di€¥ note is
the significant improvement in pitching moment camgon

in the reversed flow region (/R = 0.228,~ 270 deg) due
to the presence of the fuselage. For this high dsbléght

condition the rotor-fuselage interactions are madim

with image plane time-dependent CFD simulationsewer
run. Rotor rotation on each wing is such that tlaelés pass
from wing leading to trailing edge. The nacelle nsgir
rotates with the blades, sliding over a portiorthaf nacelle
spinner collar. All near-body grids including thacelles
and fuselage are modeled as viscous. The level-thooly
grids enclosed not only the rotor plane as in swated
analysis but also the complete airframe, with thest off-
body grid spacing at 0.10 chords. Figure 15 shdwws109
overset surface grids and a streamwise cross-sattout
through the half-span volume grid system. The totahber
of grid points in the full-span model is 47.6 nahi with
63% in the off-body grids. The half-span simulatlzas an
inviscid plane of symmetry boundary condition ae th
centerline. Simulations were run for at least 3@oro
revolutions to remove initial transients. One ra®vrolution



airframe download/thrust (0.130) compared with fal

oot span calculation (0.100). The reduced full-spannfain
003 flow results in lower download attributable to theselage
and sponson components of the airframe. Figurehd&/'s
E-o.oz the time-averaged pressure force in the downlogettiibn
< for the full-span V-22 calculation. The details dfe
-0.01 CFD airframe download distribution are enlightening. e@all,
the characteristics of the two fountain flows mattie

0.00 HALF-SPAN FULL-SPAN experimental flow visualizations by Polak [41] and

download measurements agree with available teat dae
CFD simulations suggest the importance of full-span
tiltrotor wind tunnel testing.
uses 3200 iterations per revolution, correspontirg 1125 A second area of investigation is the behaviothef
degrees per time step. V-22 tiltrotor hovering in low speed winds [39]. Bug
The first area under investigation is the diffeenc V-22 critical azimuth flight testing designed to ahvate
between full- and half-span configurations in hoy29].
The rotor collective is 10 degrees and the hogeivach I TP
number is 0.625, corresponding to the quarter-svak? "’=-.:f-2_'--
test. Hover performance increments due to rotdeliation i
when compared with isolated rotor calculations are
summarized in Figure 16 for full- and half-span
configurations. At the same @, the JVX tiltrotor
experimental data for a half-span wing model comgdo
the isolated rotor indicates good agreement [4@F Tull- :
span CFD analysis shows a much smaller performanc =<
penalty.
An installation penalty occurs due to a fountain oft
recirculating flow that is formed by the presené¢he wing
and second rotor. Rotor performance is reducedhas t
blades pass over the wing and through the founiie
differences in half- and full-span fountain flonanche seen
in the CFD particle traces of Figure 17. The foimtas
highly three-dimensional. The half-span calculation’
indicates a significantly larger fountain heightiaapanwise w . - : 3
extent compared with the full-span calculation. Avleom - -T-% i i wit
the fuselage, the organized wake of an isolateat istseen. ’ R e
The half-span CFD calculation also shows increase:

Figure 16. V-22 install half- and full-span vs. islated
rotor figure of merit increments.

full-span
Figure 17. Time-dependent particle traces through/-22 simulations, colored by release time.
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control margins and pilot workload, phenomena sash
pitch-up with sideslip (PUWSS) and increased power
required in sideward flight were identified [41]ri@al
azimuth CFD solutions were run at a fixed 14-degree
collective (G = 0.015), zero fuselage pitch angle, and no
trim considerations. Simulations were run for 0, 98, 135,
and 180 degrees wind azimuth at a 35-knot wind dsp&e
hover tip Mach number of 0.736 corresponds to thik f
scale V-22. To determine rotor-fuselage interfeeenc
effects, steady simulations with the rotors nohituy were
also computed.

PUWSS is a well-understood aeromechanics
phenomenon in which the upwind rotor wake impingas
the horizontal tail causing the aircraft to pitch. urhe
phenomenon is most critical with wind from +45°ramths,
although it occurs in a range from 30 to 70 degraeshe
CFD calculations, PUWSS is noted as an increase in  0.20 ‘

Figure 18. V-22 time-averaged airframe download
pressure component in hover: red — download,
blue — upload, black line — zero contour.

airframe pitching moment, which is equilibrated dotip 0.15 | l
path plane tilt (longitudinal flapping) required ¢counteract o
the moment. Positive tip path plane tilt (flap doinrfront) 3 0.10 -
counteracts a nose up pitching moment. Time-average % 0.05
values of download/thrust and tip path plane ti& shown 8
in Figure 19 for a 35-knot wind speed as a functibwind % 0.00 ‘
direction, with and without rotors. Note that thiech-up is So0s® L —o6—rotors on
not indicated in the rotors-off calculgtlons, pumﬁng that ; B rotors off
this is an adverse rotor-airframe interaction. Glaled -0.10 -
pitch-up trends are in excellent agreement witghflitest ‘
observations [42]. > |

In V-22 critical azimuth testing the power required S gl SN U
hover in sidewinds is 10-20% higher than no/lowdwin f 1
hover. In constant high wind conditions, the povesjuired a i
to hover increases drastically (up to 80%) as thedw 2 1l B N\
direction moves from a headwind towards a sidew@ieD 3 A E—
clearly shows this to be an adverse rotor-fuselage § G\e/—é)
interaction due to an increase in airframe downl@@dure o

19). Airframe download visualizations similar togHie 18
pinpoint the wing upper surface, fuselage undersae wind azimuth, degrees
cargo ramp as significant sources of download. Dgweg
an experimental model that can be turned throudt b8
sideslip without interfering with the fuselage flfisld is
difficult. Calculations, however, have shown this lie a
tractable problem for CFD.

V-22 calculations in airplane mode with individual
blades have been limited. It has often been assuhsd ED
individual blade modeling is not necessary for seui ?
conditions and that the integrated effects of donator disk &
are sufficient. Meakin [27] calculated the full-Be&/-22 in
high speed forward flight (Mach 0.445) on a gridhw27.8 D
million points: 8 million near-body and 19.8 milticoff-
body. The large number of off-body grid points erquired
to capture the wake as it convects completely plaest
fuselage. A flow visualization is shown in Figuréd.2
Particles are emitted from the blade tips and arevected Looo et
downstream with minimal wake-fuselage interaction. Figure 20. V-22 in cruise, Mach 0.445.

135 180

Figure 19. V-22 time-averaged airframe download amh
equivalent TPP tilt, 35-knot wind.
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CONCLUDING REMARKS

Computational  fluid dynamics for rotorcraft
applications has made considerable progress imtrgears.
One of the enabling technologies has been thefuseeoset
grid methodologies for dynamic, time-dependent, imgpv
body, viscous flow simulations. Rotorcraft configtions
are characterized by complex geometry and flowufest
Overset grid software is shown to naturally hantlie 6.
geometric complexity and bodies in relative motiBarallel
processing is readily implemented to take advantdidegh
performance computing. Application to the UH-60A
Blackhawk helicopter and V-22 Osprey tiltrotor haween
demonstrated for hover, forward flight, and rotoesdlage
interaction configurations. CFD favorably predidisver
performance, rotor airloads for a range of flighhditions,
and rotor-fuselage interaction aeromechanics phenom
Aeroelastic effects are considered by coupling wdth
rotorcraft comprehensive code. Wake resolution and8.
turbulence modeling remain challenges for accurate
prediction of the entire flow field across the cdete flight
regime.
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