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ABSTRACT 

The techniques of system identification encompass a variety 
of processes in the derivation of input/output relationships using 
experimental data, including control input design, state estimation, 
model structure estimation and parameter identification. For heli­
copter flight mechanics studies, research is still required to 
develop a reliable system identification procedure that can be used 
with confidence at the design and development stages of a new 
project. UK research in this field is directed towards this aim 
with two principal objectives; firstly to develop a tool that can 
accurately gauge the validity and limitations of theoretical predic­
tions methods, hence assisting the design process; secondly to pro­
vide a tool for use during development flight testing that can 
rapidly highlight problem areas and assist in establishing the 
degree of compliance with operational handling requirements. 

This Paper reviews the status of a research programme in the 
UK from initial studies performed under an RAE/NASA collaboration 
through to the current collaborative activity between RAE Bedford 
and Glasgow University. The elements of the integrated process in 
use from control input design to model structure estimation are 
described and results using simulation and flight test data 
collected on the RAE research Puma are presented. The examples 
presented include the estimation of parameters affecting stability 
variations with flight path angle, highlighting aspects of the 
equation error, stepwise regression, model structure estimation 
process. 

Finally the direction of future research is discussed, with 
reference to both analysis software and test facilities. 
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yawing moment derivatives 

error covariance matrix 

aircraft roll, pitch and yaw rates 

process noise covariance matrix 

measurement noise covariance matrix 

multiple correlation coefficient 

parameter standard deviation 

aircraft translational velocity components 

measurement, process noise vectors 

independent variable time history matrix 

independent variables 

state vector 

estimate of x at time t using observations up to 
n 

time tm 

dependent variable, vector 

measurement vector 

residual vector in regression 

dutch roll damping, frequency 

pedal position 

Euler pitch, roll, yaw angles 

parameter vector 

unknown parameters in stepwise 

tail rotor collective pitch 

innovations vector 

parameter variance 

transition matrix 

equation 

regression 

1 INTRODUCTION 

In a broad range of scientific disciplines, the need to 
derive a mathematical formulation of the behaviour of a system based 
on measurements of the response to a range of inputs, has led to the 
development of system identification analysis tools. The presence 
of measurement and process noise in most real systems has a profound 
effect on the performance of identification methods requiring that a 
statistical rather than deterministic formulation be adopted. A 
variety of sub-problems emerges as a result of the uncertainties 
caused by imperfect data, including input design, state estimation, 
model structure estimation and parameter identification. The 
integration of these processes and the application to helicopter 
flight dynamics is the subject of this Paper. 
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System identification techniques fulfil two main functions in 
the design and development of new aircraft; firstly, validation and 
improvement of predictive theoretical models through comparison with 
model structure and parameters estimated from measurements on 
existing vehicles, provide a measure of confidence in the design 
tool. Secondly, during development flight testing, measurements 
made during clinical flying qualities tests can be used to estimate 
stability and control and handling parameters of interest, for 
demonstrating compliance with requirement specifications or to 
upgrade the design simulation. These functions are equally valid 
for research investigations. A further application, yet to be fully 
exploited, involves the use of on-line identification to realise the 
full potential of adaptive flight control. 

As an aid to the design and development process, system iden­
tification methods should possess robust properties particularly to 
noise statistics; ease of use is also important with clear indica­
tions of confidence levels, hence likely accuracy and sensitivity to 
errors. Powerful statistical techniques now exist that confer 
reliability properties on modern estimation algorithms and a long 

1 
history of successful applications to fixed wing aircraft has 
provided the confidence necessary for their routine use, at least 
for flight regimes where the usual linearity assumptions are valid. 
The number of applications to helicopters has been significantly 

2-19 
fewer and within these, the number of successes small. This 
does not mean that the techniques are necessarily inadequate, but 
more that a number of features peculiar to helicopters combine to 
make their application considerably more complicated. These 
include, 

(a) system complexity - coupled longitudinal/lateral 
dynamics, interaction with rotor dynamics 

(b) high vibration environment - reducing signal to noise 
ratio 

(c) instabilities - restricting data record lengths, 
difficulty in trimming 

(d) nonlinearities - moderate sized inputs required because 
of (b) leading to airspeed/sideslip/incidence nonlinear 
effects 

(e) air data measurements sensitive to rotor wake and 
fuselage flow field effects 

4 7 14 Previous studies ' ' have highlighted identification 
difficulties associated with these factors that have led, for 
example, to gross underestimation of damping derivatives and poor 
estimates of cross coupling effects. 

Taking account of these special difficulties, a number of 
1 4 10 15 integrated approaches have been developed for helicopters ' ' ' 

and this Paper outlines the collection of tools being created at 
RAE Bedford in collaboration with Glasgow University. Section 2 
reviews the background to the UK activity from initial studies 
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carried out under an RAE/NASA collaborative programme through to 
current studies within the UK, including a detailed description of 
the RAE developed software package PEP (Parameter Estimation 
Package). Methodology validation using data from simulation models 
is treated in section 3 and followed by an example of flight data 
analysis in section 4, Current and future developments of the 
approach are described in section 5, 

2 UK RESEARCH PROGRAMME 

2,1 Background 

The principal aim of the research in this field in the UK is 
the validation of theoretical prediction models, or, more specifi­
cally, the definition of the areas of validity of different levels 
of modelling for flying qualities investigation, Validation, in 
turn, determines the level of confidence that can be ascribed to 
results from control system design studies on the one hand, and to 
the effects of vehicle design changes on the other, In the explora­
tion of a new concept, some extrapolation beyond the database used 
for the validation is usually necessary, in terms of flight enve­
lope, aircraft configuration and control response. This situation 
is inevitable, but the associated uncertainties can be minimised by 
establishing and calibrating the accuracy of modelling at the limit 
of the available database. 

Modelling of rotorcraft flight behaviour and the associated 
loadings can conveniently be partitioned into three distinct levels, 
differentiated largely by the form of rotor modelling, as summarised 
in Table 1. Level 1 modelling includes the 'rigid body' six degree 
of freedom linear or nonlinear formulation with quasi-steady rotor 
dynamics and extends to the inclusion of rigid rotor blade 
(multiblade coordinate) dynamics with analytically integrated 
blade loadings, together with a range of additional dynamic elements 

eg engine/rotorspeed, actuators. Aerodynamic inflow representation 
in Level 1 modelling extends from the uniform 'momentum' component 
plus a linear variation across the disc, to a dynamic inflow 

20 
representation • 

Level 1 models are useful for flying qualities and perfor­
mance studies within the normal flight envelope where integrated 
rotor loads are not significantly effected by rotor stall, 
compressibility effects and the attendant rotor blade dynamic 
couplings. They provide the basis for practically all of the 

20 21 
piloted simulation research conducted to date ' Level 3 
modelling, at the other extreme, represents the most comprehensive 
rotor/fuselage modelling necessary to predict not only integrated, 
but also vibratory loadings across a wide bandwidth where rotor 
couplings and nonlinear aerodynamic effects can be significant. 
Detailed structural representation of the blade dynamics and the 
induced flowfield through and below the rotor are required and 
result in models of considerable complexity that are slow to run 

22• 23 even on powerful computers • Between these two extremes of 
complexity lie a range of modelling options that are now being 
considered for the upgrading of real time piloted simulations. One 
of the most important reasons for establishing a viable Level 2 
model is the need to explore the design implications for high gain 
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active control systems 24 in a piloted simulation environment. 
Increased exploitable primary flight control bandwidth, and flight 
in conditions where aerodynamic nonlinearities and rotor couplings 
prevail, require that both the dynamic and aerodynamic rotor 
modelling is enhanced relative to Level 1 models. Individual blade 
dynamic models with loadings integrated numerically around the 
azimuth and along radial blade elements are, in fact, already being 

configured to run in real time 25 , albeit with a much simplified 
representation of the rotor inflow compared with Level 3 models. 
Research is still needed to derive a more realistic inflow distribu­
tion for Level 2 models. 

Helicopter system identification research in the UK has, to 
date, concentrated on the validation of Level 1 models. Time 

20 history correlation of flight and simulation data in support of a 
series of 'agility' simulation trials conducted at RAE in the late 
1970s indicated some serious discrepancies, particularly in cross 
coupling effects, even though qualitatively, pilots felt the total 
simulation to be realistic. A more systematic approach to valida­
tion was clearly required and a TTCP (The Technical Cooperation 
Programme) collaboration was initiated between the NASA Ames 
Research Center and the RAE Bedford to exchange flight data and 
techniques for rotorcraft system identification. The first phase of 

26 the collaboration included a workshop held at Ames when RAE Puma 
data was processed by elements of a suite of NASA programs developed 
in support of the Rotor Systems Research Aircraft programme. 
Results from the first phase were eventually reported in Ref 14 and 
included model structure estimates for aircraft angular motion at a 
single flight condition. The results of the first phase were 
encouraging although low estimates of roll damping and curiously 
high cross coupling derivatives were not fully resolved. The colla­
boration continued with an exchange of estimation and simulation 
software enabling both agencies to continue development of the 
process in parallel. Since that time research at the RAE has 
focussed on the development of an integrated methodology through the 
creation of PEP, as illustrated in Fig 1. For the last two years 
the activity has been strongly supported by the University of 
Glasgow principally in the areas of control input design and 
estimation in the frequency domain. 

2.2 PEP and the integrated methodology 

The following discussion refers to the various stages in the 
integrated process illustrated in Fig 1 and describes how these have 
been implemented in PEP (Fig 2). 

2.2.1 Control input design 

Test input selection and experimental design 
considerations are known to be particularly important in aircraft 

1 applications In practical terms, some of the factors which have 
to be considered in the design of flight test procedures for system 
identification purposes include questions of safety and pilot accep­
tability. The selection of test conditions which ensure that the 
measured responses show adequate sensitivity to the main parameters 
of interest, and careful consideration of the forms of perturbation 
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which can be tolerated in relation to the modelling assumptions 
(such as linearity) implicit in the identification process, are 
additional factors. The particular problems of system iden­
tification and related test input design for helicopters have been 
covered in the introduction to this Paper. Because of the large 
number of coupled degrees of freedom, the success of parameter 
estimation techniques tends to be particularly limited by the 
information content of the data in relation to the number of unknown 
parameters. 

From both theoretical and practical points of view, a 
class of test inputs that offer favourable properties in terms of 
bandwidth and discrimination against noise is the psuedo-random 
binary sequences (multi-step functions). Such signals are periodic 
and have an impulsive type of auto-correlation function which 
approximates that of band limited white noise. The number of zero 
crossings within the period of a pseudo-random binary sequence is 

2r-1 where r takes the integer values 2, 3, 4 etc. In practice, 
the test signals of this nature used in flight work are limited to 
small values of r and only one cycle of the periodic signal is 
applied. For example, the widely used 3211 test input is a single 
cycle of a pseudo-random signal which can be generated for r = 3. 
The continuous spectrum for this input, shown in Fig 3 reveals 
features associated with the discrete spectrum of the periodic 
sequence, for example, the node at w = 2~ rad/s and the 0.9 rad/s 
spectral line separation. 

For pilot inputs, the high frequency components are 
limited by the maximum rate of movement possible on the controls. 
Fig 3 also shows a record of a pilot applied 3211 test input 
together with the corresponding spectrum estimate. The restrictions 
on pilot applied inputs are clearly not very serious for the band­
width shown. The use of longer test sequences is severely limited 
for helicopters by divergent aircraft response characteristics. 
Nevertheless, the well defined properties of binary test signals do 
provide a useful theoretical framework for control input design with 
the selection of spectral modes and line separation allowing broad 
based excitation together with emphasis at particular frequencies. 

Control input design algorithms for application to 
helicopter flight testing are currently the subject of a research 
study, conducted at the University of Glasgow, based on the multi­
step binary sequences applied to a nonlinear helicopter simulation 
model. Algorithms being investigated include a scheme whereby the 
input design is cast as a two-point boundary value problem where the 
control sequence is chosen to minimise parameter estimation errors, 

10 eg weighted sum of dispersion matrix diagonal elements Results 
from these studies will be applied in a forthcoming flight trial at 
RAE Bedford. 

27 The flight database built up over the last few years 
at RAE consists primarily of responses to 3211 multi-steps, doublet 
and step inputs applied over a wide range of flight conditions. The 
results described in this Paper are drawn from this collection. 
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2.2.2 Flight tests 

The current flight test vehicle at RAE Bedford used 
for system identification work is the general purpose research Puma 
(Fig 4). A brief description of the aircraft and its digital (PCM) 
data acquisition system was given in Ref 14. The aircraft is 
comprehensively instrumented with high quality sensors for inertial 
data (acceleration, rates, attitudes), air data (airspeed, incidence 
angles), rotor motion data (blade flap, lag, pitch angles, 
rotorspeed) and pilot control inputs. Data acquisition rates vary 
with requirements but generally range from 32/s for slowly varying 
quantities to 256/s for rotor blade root angles. Overall data rate 
is also programmable and can be increased to a maximum rate of 128K 
16 bit words per second for the measurement of rotor blade pressure 
distributions. 

Flight testing for system identification work requires 
careful piloting to set up trim conditions accurately and to apply 
control inputs in a precise and repeatable fashion. Normally three 
runs at each test point and control input are recorded, with addi­
tional inputs applied at increasing amplitudes to enable linearity 
checks to be performed. Depending on the stability of the trim 
state being perturbed, record time for a return-to-trim multi-step 
control sequence will vary between 10-30 s. 

Following a flight, the data tape is processed and 
data transferred to computer compatible tape. The EDSTRACT file 
creation programme (Fig 2) applies calibration factors to convert to 
engineering units, merges data with ground based recordings 
(eg kinetheodolite data), and creates disk files of individual runs. 
At both RAE Bedford and Glasgow University, the analysis software is 
currently implemented on a VAX computer system. 

2.2.3 Preliminary data interpretation 

Important features of response characteristics can be 
observed through a preliminary interpretation and comparative check 
on the data. This process should cover repeatability, linearity and 
enable rough estimates to be derived of damping, frequencies, 
control sensitivities and the levels of cross coupling involved. In 
addition, an assessment of the kinematic consistency of sensor data 
can be made. This enables estimates to be made of any likely 
calibration errors and is now a fairly standard procedure in flight 

28-30 . data analysis The kinematic equations of translat~onal 
motion and associated Euler equations of rotational motion 
form the basis of the estimation model. 

u = wq + vr + a g sine 
X 

v = - ur + wp + a + g cose sin<j> 
y 

~ = vp + uq + a + g cos e cos<f> 
z 

• 
<I> = p + q sin</> tane + r cos <f> tane 
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• e = q cos<j>- r sin<j> (5) 

• 
1jJ = q sin 4> sec e + r cos 4> sec e (6) 

Here u , v , w are the translational velocity components; p , q , 
r the angular velocities, <j> , e , 1jJ the Euler angles and a , 

X a , a the translational accelerations. Using rate gyro and acce-
l~romeEer measurements, estimates of velocities and Euler angles can 
be made from the above differential equations for comparison with 
measurements from the air data and attitude sensors. Fig 5 
illustrates results obtained from the KINECON option in PEP (Fig 2) 
showing the comparisons described above for a pedal doublet response 
at 100 kn. Velocity estimates indicate the possibility of bias 
errors in the accelerometer calibrations. Bias estimates can be 
derived in KINECON using a weighted least squares output-error 
algorithm and Fig 5 also shows the improvement in the comparison of 
the velocity components u and w when these are included. Regular 
checking of instrument calibration factors in this way minimises the 
effort expended in later processes. 

The PREPLOT facility shown in Fig 2 allows the user to 
perform a number of useful time series manipulative functions 
including direct comparison with simulation data. Figs 6 and 7 
illustrate the Puma response to longitudinal and lateral cyclic 

31 32 3211 inputs at 80 kn. HELISTAB ' simulation results (before 
upgrading) are shown as the broken lines, and although some prin­
cipal features are in agreement there are some significant differen­
ces. Dutch roll period and damping appear to be higher in the 
simulation than in flight although relative magnitudes in Fig 7 are 
in reasonable agreement. Coupling effects in Fig 6 are stronger in 
the simulation with noticeable sideslip, hence roll and yaw excur­
sions. Many of these anomalies were first discussed in Ref 14 where 
the yawing moment due to incidence N was shown to cause the 

w 
increased sideslip response to pitch motion, and reduction in dutch 
roll damping in the simulation model. The differences between 
flight and simulation results were attributed partly to unmodelled 
rotorspeed and engine torque degrees of freedom. 

2.2.4 State estimation 

The fourth stage in the process highlighted in Fig 1 
involves the computation of filtered or smoothed state estimates 
from the measurements. With the aircraft kinematic equations (1-6) 
forming the system model in an extended Kalman filter algorithm, 
calibration factors can be fully revised, unmeasured states esti­
mated and the levels of measurement noise on the data reduced. The 
technique is particularly sensitive to the assumed process noise 
statistics, or the uncertainty in the validity of the system model. 
Atmospheric disturbances and unmodelled degrees of freedom will 
contribute to the process noise. This stage is performed in PEP by 

10 the program DEFKIS (Discrete Extended Kalman Filter/Smoother ), one 
of the software elements acquired from NASA under the original 
RAE/NASA collaborations. The extended Kalman filter linearises the 
system equation about each time point tk , in the discrete form, 
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"~ - if> "1' + v.-
,;_ k - "k "' k-1 ;:c k·-1 

with the. corresponding ltnearised measurement equation, 

z = 
~lt Hk v + v ;-::. k "- k. 

(7) 

(8) 

Here *.. k and ~ k are the state and measurement vectors 

respectively, il>k is the transition matrix, Hk the measurement 

matrix~ and ~ k and y_, k the process and measurement noise 

respectively> with assumed st&-listic.2t pt-ope.rtieH (mean and 
33 

covariance ) • 

r.v ,,. N ( 0,. n ) 
" 'k 

v k N (Q., R,J 
The filter equations then tP:ke the ~'orm: 

" ., 
!'1,_ lS k/k = ~ k/k-1 + ,Y.k 

~ ~-

lS k+l/lc 
= "'k ~ !t/k 

);k 
~ 

~k - ~~, X ' ·~ ~ - «1:.-l 

Kk p f . H T(H., p . I\ = k k-1 k K lc/k-l ' 

pk ~ [l Kk 1\l p 
k/k-1 

q;k-1 
p T + 0 pk/k-1 

~ q; 
k-1 k-1 k-1 

('!) 

(lO) 

( ll<l) 

(!lb) 

(12) 

1' 
+ Rkrl (13) 

(15) 

In equation (l I)-(15) the filtered state estimate "k/k is 

calculated as a sum of the model estimate and a feedback term from 

the innovations ~ k Hith ga1n u1atrix ~ The gain matrix .ts 

updated iU each time cyc:le based on the error covariance update 

Pk/k.-I ~ The seheme is simplif:led as a fec~dba.ck sy·stem in P.'ig 8" 

illustrating the fiiter-nal:ure of the 
(low Qk , high Rk ; high Qk , lo>7 

procPSS ~ l\.t the two extremes,. 
1\) :: the filter outputs th~ 

model response and measurements reBpec.t:i.vely as the resulting 'hest 
estimate' c. In practice" the nl:easu\'c:-r>Jent noise. can nsually be 
specified reasonably accura.teJy"' based on the stand.ard deviattou of 
the noise on the various measurement records.. The process noise 
ist to some extent, a r.n.athematical artifact introduced to en.ahle the 
Kalman filter formu.latton to b<! used and hence the associated 
eovariance is less easy to define. The 'beElt' values may well vary 
from run to run and some iteration may be n:-!-qui:rnd before filter 
convergence le achieved... Thls aspe.c:t 1tk1kef! the filter sonu::w-hat h:n:·d 
to tune. for the g-e!leral ca.se and sometimes even for particular 
c.a.ses,_ espeeially tvhere velocity component excursions are large aftd 
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significant differences bet1<reen airdata and integrated accelerometer 
measurements can occur. Combining the estimates from a forward 
filter run with a backward filter nm enables a smoothed estimate to 
be derive~ 3Hith lower variants than either of the filter 
estimates • 

F:Lg 9 (l'LOTDEK graphics) shows a comparison of orig­
inal flight measurements with filter and smoother estimates for the 
pedal doublet nm referr0d to earUer (Run 467/10/11). The 

extracted noise t:ime h:i stories are 'ilso shown ( ie z - z 
1 

) • ,...., ...., smoot 1er 

A typical DEIU"TS l·un t•:lll use m(~asurements from rate and attitude 
gyros, accele,r.ometers .:1nd airspeed probe and incidence vanes, and 
compute smoothed e.stimates of the measurements together with 
velocity components and angular accelerations. The programme 
PERTURB shown on Fig 2 offers the option for deriving perturbation 
time histories about the nominal trim point. 

2.2.5 .l:lodel structure estima£_ion (MSE) 

This stage l.n the process utilises the computationally 
efficient step-wise regr·essi.on algorithm to est.l.mate first 
approximations to the parameter estimates in a class of model 
structures.. The technique has regained prominence in aircraft 
system identification in recent years, not only to provide starting 
values for maximum likeU.hood output error esti.mation but also as a 
means of exploring the ability of different linear and nonlinear 

34 35 
model structures to fit flight measurements ' • The estimation 
can be performed in the time or frequency domain, hence the option 
of the fast Fourier transform (FFT) in Flg !. Frequency domain 
estimation has the advantage that the model fit can be restricted to 
a defined frequency range~ t?nabl:tng reduced order models to be 
derived for either siugle input/single output transfer 

functions 
17

' 
18 ~ or nt~:~f--i_-·-:1 c:::gree of :freedom models

14
• Although not 

shown i.n Fig 2, the option now exists in PEP to derive FFTs of the 
measurements and smoothed states at the DEKFIS/ PERTURB output 
stage or Initially on the: EDSTR!,CT files. The use of this option is 
currently bei.ng ; , . ., Ctt Glas3ov; University with simulation data 
including rotor cG, an:l reuults will be reported at a later 
date. The analyblS of ~~!; ght ,-lata in this Paper is carried out 
largely :in the t -£me doua Ln .. 

The Optimal Subset Regression (OSR - acquired through 
RAE/NASA collaboration) prngram, shown in Fig 2, formulates the 
equation error as a least squares minimisation problem. Thus, 

y(t) ~ 0 + el x
1
(t) + 02 "z(t) + ••~~>~t:(t) 0 

(16) 

or y X 2 + £ (17) 

where the elements of the vector y are the estimates of the 

dependent vsr:taJ·ile nt the. discrete time points and the matrix X is 
made up of the ti.me histories of the independent variables x 1, 
x

2 
etc~ arrangctd as columns .. The residual vector }S(t) represents 

a combina.tion of mH;surement noise, on the dependent state y(t) and 
any additional process noise., 
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e 
0 

represents any bias or trim residual and 

represent the stability and control derivatives, including higher 
order terms in a Taylor expansion for the most general nonlinear 
case. The least squares solution for the parameter vector e is 
given by ~ 

A 

e = 
~ 

(18) 

36 The properties of this solution are well documented ; 
the estimates will be unbiased, provided that the independent 
variables are free from measurement noise, and the measurement noise 
on the dependent variable and the process noise have zero mean. If, 
in addition, these noise sources are white, then the parameter 
covariance matrix can be written 

cov (,~ - !!,) (19) 

2 where o is the variance of the equation error. Flight 
data does not, in general, satisfy the above conditions so that the 
residual may have a deterministic component and needs to be examined 
for such. Despite these drawbacks (asymptotically biased, incon­
sistent and inefficient), provided measurement noise has been 
filtered out, the accuracy of the method is often comparable with 

34 more sophisticated output-error methods • 

The stepwise regression procedure applies the least 
squares fit in a sequence of steps, each time adding or deleting an 
additional independent variable to the regression equation until a 
best fit is obtained. At any stage in the process the variable 
chosen for entry to the regression will have the highest partial 
correlation with the residual (or highest partial Fenter statistic). 

The multiple correlation coefficient R is a direct measure of the 
accuracy of the fit, while the total F-ratio provides a measure of 
the confidence one can ascribe to this fit. The partial F-ratios 
for individual parameters also provide individual confidence 
measures. These fit criteria can be expressed as: 

R2 = 
(xiJT (xi) (20) 

T y y 

FTOTAL = 
R2/(E-1) 

(1-R
2 

)/ (m-p) 
(21) 

A2 2 
Fi = ei /si (22) 

Here p is the number of parameters in the fit, m 
the number of time points and si , the standard error of the 

parameter ei Both R2 and the F-ratios have to be tracked 

during a regression run to establish the maximum total and partial 
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F-ratios; R2 will, by definition, continue to increase with each 

new parameter added. The regression will stop when either R2 

attains a pre-defined value or the individual F-ratios of remaining 
parameters fall below a specified critical value. 

Following on with the pedal doublet example described 
earlier, OSR runs were made to derive the coefficients in the yawing 
and rolling moment equations, thus, 

r = N v + N r + N p + N np + •••• v r p np 

p = L v + L r + L p + L n + v r p np p 

Derivative estimates were made for both the free 
response portion of the data (320 points) and the total range 
(480 points). The F-ratio threshold was set low (1.0) to 
allow effects of insignificant parameters to be explored. 
Figs 10 to 13 show the stepwise results of this study. For 
both yawing and rolling accelerations, only the first few 
steps in the process are plotted; generally speaking, as soon 
as the longitudinal coupling derivatives are entered into the 
fit equation, the confidence level on the primary stiffness 
(N , L ), damping (N , L ) and control (N , L ) derivatives v v r p np np 

(23) 

(24) 

reduces markedly. The reduced order models give the best fit for 
the smallest number of parameters. The breakdown in confidence (or 
increase in parameter variance) at relatively low order model 
structures can be attributed partly to the linear dependence of 
aircraft angular motions, particularly roll and yaw, more evident in 
the lightly damped dutch roll oscillation (see Ref 1, Paper No 6). 
How the parameter estimates and this reduced model structure compare 
with simulation model predictions will be discussed in section 4. 
Performing stepwise regression on an increasing time span of data 
allows the derivative estimates in a defined model structure to be 
plotted against manoeuvre time as shown in Fig 14. The derivatives 
are seen to have approximately converged after only 10 s into the 
manoeuvre, ie after only 2 to 3 cycles of the oscillation. It is 
important to conduct this convergence test, which, if fulfilled, 
tends to guarantee the prediction quality of the model at least for 
the single run being explored. Fig 15 shows the reconstructed yaw 
(r) and roll (p) accelerations compared with the original smoothed 
estimates, together with the residuals. Although the yaw residual 
appears to have random properties there are clear deterministic 
features in the roll residual. The dominant frequency in the resi­
dual is also twice that of the primary response, suggesting some 
form of nonlinearity, although the error is still quite small. 
Fig 16 illustrates the predictive quality of the model structure for 
roll/yaw motion; here the derivatives are applied to an opposite 
pedal doublet run carried out during the same flight. As expected, 
the fit is reasonable, although a slight drift in the reconstructed 
roll acceleration detracts from an otherwise close agreement. These 
results are returned to again in section 4. 

82-12 



2.2.6 Parameter identification 

Model structures and associated parameter values 
estimated at the MSE stage can be used finally as a

1
starting point 

for output error, maximum likelihood identification which iterates 
towards unbiased, minimum variance estimates and provides infor­
mation on the associated reliability and uncertainty levels. For 
all possible combinations of unknown parameter values, this process 
selects that which ma~imises the probability density function of the 
observations -hence ma~imum likely values. The scheme is now 
widely used and probably accepted as the most optimal and fle~ible 
for use in aircraft dynamics. However, application to helicopters 
have been plagued with problems; largely, it is believed, because 
the validity of essential model structures has not been checked. 
Hence, even though the variances of the estimates approach their 
lower bound for long records, the actual estimates at any given time 
point may or may not have any physical significance. The use of 
output error, maximum likelihood techniques for helicopter system 
identification in the UK to date has been minimal. Analysis tools 
are, however, currently being incorporated into PEP and e~perience 
should be gained within the near future. 

3 .METHODOLOGY VALIDATION 

In Fig 1 the use of a simulation model to validate the metho­
dology is stressed. The effects of measurement noise, degrees of 
freedom, nonlinearities, record length and other aspects on the 
various processes, can be e~plored in a controlled fashion and used 
to guide the decision making logic when processing flight data. The 
simulation model currently used at RAE and Glasgow is the flight 

31 32 mechanics package HELISTAB ' , an RAE Level 1 model with options 
for a range of different rotor degrees of freedom. Both measurement 
and process noise (eg gusts) can be built into a simulation run for 
methodology validation work. 

Many of the problems associated with identifying linear 
models from nonlinear simulation data can be calibrated and have 
been shown to re-appear in flight data analysis. Fig 17, for 
e~ample, illustrates the variation in estimated yawing moment deri­
vatives, from a lateral cyclic 3211 manoeuvre, with control ampli­
tude. Two step clock periods are shown, 0.5 s and 1.0 s, and the 
derivative estimates are normalised by the small perturbation 
HELISTAB predictions. Damping and coupling derivative estimates are 
departing markedly from the linear appro~imation as control input 
and clock period increase. Both these factors increase the nonli­
near excursions in the response variables. An even more dramatic 
effect is shown in Fig 18 where the yaw damping is plotted against 
step number (from an OSR run); the control input for this HELISTAB 
run is a pedal doublet, and the flight speed 80 kn. The variation 
of the F-ratio for N and N (F given by equation (22)) r p remove 
reveals the vital importance of tracking these quantities during the 
regression. The maximum partial F-ratio comes at the 5th step and 
beyond the 6th step the estimated values for both N and N are 

r p 
totally unrealistic. The fit error however has continued to 
decrease. These e~amples endorse earlier findings that it may only 
be possible to obtain good estimates for a limited model structure 
in any given case. The evidence suggests that the kind of problem 
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highlighted above is not simply a question of control input design; 
the same F-ratio statistic collapse occurs with a 3211 input. 
Current studies include the estimation of nonlinear model structures 
from simulation data and form an essential part of methodology 
validation. 

4 LATERAL/DIRECTIONAL STABILITY VARIATION WITH FLIGHT-PATH 
ANGLE 

The variation of dutch roll damping for the Puma with flight­
path angle is quite marked. Fig 19 illustrates the effect showing 
the response to a pedal doublet input in descent (~ 1000ft/min), 
level and climbing flight (~ 1000 ft/min) at a 100 kn trim 
condition. The results shown are smoothed estimates obtained from 
the state estimation process described in 2.2.4 and include the 
estimated yaw and roll accelerations. As can be seen from the 
figure, stability is eventually lost in climbing flight, The level 
flight case has already been discussed in section 2 where it was 
shown that model structures for rolling and yawing motions need to 
be confined to the primary stiffness, damping and control terms for 
sensible results, A similar collapse of the F-ratio statistics 
occurs for all three flight conditions and Fig 20 illustrates the 
variation of estimated derivatives for the reduced model structure, 
Included in the figure are estimates of the static stability 
derivatives N and L from steady heading sideslip tests, and v v 
the HELISTAB predictions. Noticeable features of the comparisons 
are: 

(a) Much lower N values predicted by the simulation, 
v 

Increasing the perturbation size in the computational scheme 
for obtaining the simulation derivatives produces higher 
values of N , (to about 80% of flight estimates for similar 

v 
excursions), indicating a nonlinear effect with sideslip. 
This can be attributed to the fin aerodynamics and is 
discussed in more detail in Ref 14. 

(b) Simulation model predicts sensibly constant yaw damping, 
Nr , whereas flight estimates vary significantly. This can 

be attributed to the fact that the OSR process has effec­
tively lumped all the system damping into this derivative 
and, although the standard deviation is small, experience 
suggests that the flight values are not physically 
meaningful, and that effects other than yaw damping per se, 
are contributing to the motion. 

(c) The increasing dihedral effect (-L ) with flight path 
v 

angle is more significant in the flight estimates. This 
effect is likely to be one of the main factors in the loss 
of stability with climb angle, 

(d) Roll damping is estimated from flight data to be only 
70-80% of the simulation prediction, We can expect this to 
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be another lumped effect, but without any information on the 
rolling moments due to yaw and pitch rate, further 
speculation at this stage is futile. 

(e) Both control derivatives are overpredicted by theory by 
a substantial amount. Included in Fig 20 are estimates of 
the control derivatives using tail rotor pitch actuator 
response data rather than pedal position. The improvement in 
the comparison with theory is significant but flight 
estimates are still only of the order of 70% of theoretical 
prediction. The simplifying assumptions in the tail rotor 
modelling ie simple actuator disc representation) are almost 
certainly the cause of this anomaly. 

Apart from the more obvious effects of increased dihedral and 
reduced roll damping, the comparisons described above have shed 
little light on the mechanism behind the variation of dutch roll 
damping with flight path angle. A further step can be taken in this 
direction however if the damping is assumed to take the approximate 

37 
form , 

1 
~ = 2w 1

- N + N (Lr _ VLv)[ 
r p L L 2 

p p 

(25) 

where w is the dutch roll frequency and V is the flight speed. 
If we make the further assumptions that, 

VL 
v 

""L' 
p 

then the effective yaw damping can be written as, 

N 
r effective 

VL 
N + N _.}!_ 

r p L 2 
p 

(26) 

Using the theoretical predictions for N 
r 

(- -0.5) in (26), 

we can derive values for the coupling derivative 

substituting for the flight estimates, from OSR, 

N 
p 

of 

(for N effective) with N fixed at zero. The 
r P 

are compared below with simulation predictions. 

N (Flight) N (HELISTAB) 
p p 

Descent -0.213 -0.227 

Level -0.246 -0.21 

Climb -0.295 -0.19 
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Although the trend with flight path angle is predicted 
incorrectly, the comparison is reasonable, giving some confidence 
that this adverse yaw is the missing effect. The theoretical 
prediction of NP is largely due to the product of inertia Ixz , 

coupling rolling with yawing motion. The phase and amplitude rela­
tionship between roll and yaw motion, illustrated in Fig 19, does 
confirm the overall effects of adverse yaw on this aircraft. In 
particular, the increasing roll/yaw ratio with climb angle shown in 
the flight results, supports the destabilising effect of increased 
dihedral in the presence of adverse yaw. Creating a new 
lateral/directional linear sub-system with flight estimated deriva­
tives replacing HELISTAB predictions where appropriate, leads to the 
following values for the dutch roll eigenvalue, compared with the 
original HELISTAB prediction. 

HELISTAB New lateral sub-system 

Descent -0.106 + 0.9i -0.17 + 1.37i 

Level -0.057 + 0.94i -0.118 + 1.53i 

Climb -0.037 + 0.94i 0.052 + 1.45i 

The new model structure correctly predicts the instability, 
as expected, and of course, the total system damping is now shared 
between the two effects expressed in (26). In addition, the 
frequency is now much closer to the flight value. 

The arguments developed above are reasonable but not conclu­
sive, and it is clear that more reliable estimation procedures 
together with improved control input designs are desirable and 
required to refine the model structures directly from the flight 
data. In particular, methods are required which are able to isolate 
the contributions of the various cross coupling effects, hence 
allowing expanded model structures with continued decrease of 
parameter variances (ie increase in partial F-ratios). 

5 FUTURE RESEARCH 

As pointed out in the Introduction to this Paper, the main 
effort in the UK in the short term is being directed towards mapping 
out the areas of validity of Level 1 modelling together with indica­
tions of the model deficiencies where the flight test results have 
been able to highlight these, The results presented in this Paper 
are typical of a set that are currently being catalogued for the 
Puma aircraft across a range of flight conditions. During the next 
year or so, it is planned that data from at least three other 
aircraft types will be added to the database allowing system iden­
tification analysis and correlation studies to be carried out for 
different vehicle configurations. This will include experiments 
carried out on the RAE Research Lynx for which an optimal control 

38 
input device is currently being developed • This system will allow 
pre-programmed control inputs to be applied directly to the flight 
control system limited authority series actuator. In the same time 
frame it is planned to initiate studies into the validation of 
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Level 1 multi-blade coordinate, rotor-dynamic models, using measure­
ments of rotor-blade-root flap and pitch angles. Additional 
measurements made on a specially instrumented blade, with incidence 
indicating pressure transducers along the leading edge, will allow 
more detailed model correlation leading eventually to validation 
studies with Level 2 models. 

Current developments underway to improve the identification 
methodology include frequency domain analysis, multiple run 
analysis which is shown in Ref 1 (Paper 7) to offer several 
advantages to the estimation process, a more systematic and rational 
approach to control input design, nonlinear model structure estima­
tion and, finally, the use of maximum likelihood parameter 
identification. 

6 CONCLUSIONS 

A research programme into the application of system iden­
tification methods to helicopter flight mechanics in the UK has been 
outlined. The need for an integrated methodology has been stressed 
including control input design, state estimation and model structure 
estimation processes. Elements of the principal computer analysis 
tool, the Parameter Estimation Package, have been described with 
sample results presented using measurements made on the RAE Research 
Puma. The use of a simulation model to conduct validation studies 
on the methodology itself has been emphasised, not only to improve 
the understanding of the various stages, but also to highlight 
difficulties common with the analysis of flight data and, in some 
cases, how to overcome these. The example presented of the response 
to a pedal doublet is a case in point, where it has been shown 
necessary, for both flight and simulation data, to restrict the 
estimated model structure to simple lateral and directional motions. 
Variations in the stability of the dutch roll mode with flight path 
angle were explored in some detail. Initially, the simulation model 
was unable to predict the important effects but a reduced order 
upgraded model derived from the flight data has shed light on the 
mechanism behind the growing instability with climb angle. Future 
aspects of the continuing research programme in the UK have been 
briefly described. These include developments in the methodology to 
improve its robustness, reliability and efficiency and effort is 
currently being directed to overcome the system identification 
problems, peculiar to helicopters, highlighted in this Paper. 

Major improvements in the reliability of system iden­
tification methods for helicopter applications are still required 
before they are available for routine use during design and flight 
test development. Although successes have been claimed, the greater 
number of published cases where dampings have been grossly 
underestimated and cross couplings poorly predicted suggests that 
considerable specialist effort is required to overcome problems 
peculiar to helicopters. This is a research task, and more funda­
mental studies with elements of the structured approach described in 
this Paper are urgently required. 
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AERODYNAMICS 

00 
N 
I ..... 

00 

DYNAMICS 

APPLICATION 

Level 1 

Linear 2-D 

- dynamic inflow/local 
momentum theory 

- analytically integrated 
loads 

i Rigid blades 

- 6 dof quasi steady 
rotor 
- 9 dof - rotor flapping 
- 12 dof - flap + lag 
- 15 dof - flap + lag + 
pitch 

- parametric trends for 
flying qualities/perfor­
mance studies 

- within operational 
flight envelope 

- low bandwidth control 

Table 1 

Level 2 

Nonlinear (limited 3-D) 

- dynamic inflow/local 
momentum theory 

- local effects of blade/ 
vortex interaction 
- unsteady 2-D 
- compressibility 
- numerically integrated 
loads 

i Rigid blades 

options as in Level 1 

i:t Limited number of 
blade elastic modes 

- parametric trends for 
flying qualities/perfor­
mance studies 

- beyond operational 
flight envelope 

- medium bandwidth 
appropriate to high gain 
active flight control 

Level 3 

Nonlinear (3-D) 

- full wake analysis 
(free or prescribed) 

- unsteady 2-D 
- compressibility 
- numerically integrated 
loads 

i Elastic modes 

(detailed structural) 
representation 

- rotor design 
- rotor load prediction 
across a high bandwidth 

- beyond operational 
flight envelope 
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Fig 4 RAE Bedford Research 
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