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This article presents the work in progress at ONERA for the numerical prediction of dynamic stall solving the 

Reynolds-averaged Navier-Stokes equations. T'vo numerical methods are under development. 
The first one is based on a Jameson-type scheme with a fourth-stage Runge-Kutta time stepping integration and 

makes use of the implicit residual smoothing technique. To assess the method. the effect of the time st.ep and the effect of 
the grid on the numerical predictions, several computations have been performed for a deep stall test. case using either the 
Baldwin-Lomax turbulence model or the k ~ t Lannder-Sharma turbulence model. 

The second method stands on the dual-time stepping technique. Preliminary results are presented for two test cases 
of validation - an unsteady channel flow and a.n airfoil oscillating in pitch - providing a comparison of the efficiency of the 
two numerical methods. 
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NOTATIONS 

speed of sound 
airfoil chord 
specific heat at constant pressure 
total energy per unit volume 
frequency 
total enthalpy 
identity tensor 
reduced frequency 
turbulence kinetic energy 
Mach number 
outward normal to the surface 
static pressure 
Prandtl number 
vector of the position 
Reynolds number 
grid velocity 
surface element 
time 
static temperature 
vector of the source term 
vector of the absolute velocity 
volume element 

fl dy·namic viscosity 
p density 
T dual time 
r stress tensor 
¢ heat flux vector 
w pulsation of the oscillating motion 
n vector of the angular velocity 

Subscripts 

e inviscid value 
stagnation value 
turbulent value 
viscous value 
upstream value 

v 
co 

Mathematical notations 

A vector product 
® tensor product 

INTRODUCTION 

vector of the absolute conservative unknowns Dynamic stall appears on the retreating blade of 
a rotor and may lead to a massive separation on the 
upper surface of the blade. Although this phenomenon 
has been known for a long time, it is always a major 

incidence angle 
turbulence energy dissipation 

• National service during the year 97-98 
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challenge for helicopter design since. for instance, mo­
ment stall can greatly affect the flight performance of a 
helicopter and reduce the flight enveloppe. As a mat­
ter of fact., a lot of experimental and numerical work 
has been clevot.ecl to this problem. 

Since the work of .:\Iehta (1}. many computations 
of the 2D unsteady Reynolds-averaged Navier-Stokes 
equations have been performed. According to these 
numerous works ([2]-[18]), the numerical prediction of 
dynamic stall raises many questions. 
The first one is the turbulence modelling. The 
Baldwin-Lomax [19] algebraic turbulence model has 
been extensively used over the years because of its sim­
plicity and also, in order to test the numerical meth­
ods. However, it is well-known that. this model cannot 
give a correct description of the massive separation oc­
curing on the upper surface. Computations involving 
one- and two-equations turbulence models have also 
been clone [:3, 5, 6, 10, 12, 14, 16, 11, 18]. As expected, 
a more complex turbulence model may improve the 
computation of the dynamic stall but the quantitative 
prediction of the phenomenon still seems out of reach. 
Tightly linked to the turbulence problem is the tran­
sition prediction. Although the influence of the tran­
sition of the boundary layer may be dramatic, most 
of the Navier-Stokes computations deal with a fully 
turbulent flow. Only Ekaterinaris et.al. [12, 16] have 
proposed a transition criteria \vhich is based on experi­
Inental knmvledge of the dynamic stall. The transition 
onset is immediately do\Vnstream of the pressure peak 
on the upper surface. Their results clearly demonstrate 
the influence of transition on the numerical prediction 
of dynamic stalL 
The last question is relative to the numerical method. 
Due to the unsteadiness of the flow and to the low 
reduced frequency involved, the need for an efficient 
n1ethod seems clear. The requirement for an im­
plicit method is quite strong because, with an ex­
plicit method, the choice of the time step may be 
restricted by stability considerations rather than by 
time accuracy. A first possibility consists in using a 
factored/unfactored scheme with or without Newton 
subiterations. These subiterations remove the lineari­
sation or the factorisation errors. Another choice is 
based on the dual-time stepping method [20] allow­
ing the use of mu1tigricl technique, local time stepping 
and implicit residual smoothing - techniques which 
are fully operational for steady-state consitions- along 
with a second-order time discretisation. 

The aim of the paper is to present the two nu­
merical methods developed at ONERA in the CA­
NARI code for predictions of dynamic stall. The first 
method - which we will call Basic Numerical Scheme 

- corresponcl:3 to a .Jameson scheme with a -lth-stage 
Runge-hut.ta time-stepping integration using a cPll­
centrecl finite-\·olume discretisation. The Baldwin­
Lomax model and the k-E Launder-Sharma model are 

retained for the turbulent simulations. In particular. 
the algebraic model has allowed to test the numerical 
method and to :3-tudy the influence of the grid and of 
the time st.ep on the numerical predictions. All there­
sults have been obtained on a deep stall test case for 
the NACA0012 airfoil [21]. 
The other method is the dual-time stepping method. 
For the validation stage of this latter method. two test 
cases have been retained. The ftrst test case corre­
sponds to an unsteady channel flow and the numerical 
simulation is a .\aYier-Stokes computation using the 
algebraic model of \lichel et al. [22]. In this case. the 
grid is motionless. The second test case concerns a 
NACA0012 airfoil oscillating in pitch around its quar­
ter chord [2:~]. The flO\v is transonic and Euler com­
putations ha\·e been performed because the viscous ef­
fects are negligible. However, the grid has a rigid-body 
motion. Dynamic stall predictions using the dual-time 
stepping met hod are currently in progress. 

GOVERNING EQUATIONS 

The governing equations are the 2D Reynolds­
averaged NaYier-Stokes equations, written in a carte­
sian frame of reference \vhich is attached to the body. 
In this non-inertial frame, the integral form of t.he con­
servation laws is 

with 

F ( pV 0 (-: ~Vs)-:)pld- r ) 

pE (V - s) + pV - r · V + ¢ 

The W term represents the vector [p, pV, pEf of the 
conservative variables where the vector V is the abso­
lute velocity vector, the components of which are writ­
ten in the non-inertial frame. Due to the formulation, 
the time dependency of the airfoil frame leads to the 
presence of a source term T which appears in the right 
hand side of the momentum equations. Such a choice 
for the formulation is in agreement with previous com­
putational works [24, 25] since it ensures an accurate 
treatment of the convective fluxes and of the boundary 
conditions in the farfielcl. 
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The pressure pis obtained through tlw equation 
of state for a perfect gas 

( V') p = (-y- 1) pE - pl 

The stress tensor T and the heat flux vector ¢are rep­
resented by viscous and turbulent components 

For a Newtonian fluid using the Stokes hypothesis. the 
expression of the viscous stress tensor r v is 

where p is the dynamic viscosity obtained with the 
Sutherland la\v. Through the Boussinesq's hypothe­
sis, the expression of the Reynolds or turbulent stress 
tensor 1" t is 

( 
2 ) 2 Tt=i<t VV+VVT-3(V-V)Id -3pkld 

and Jlt is the turbulent viscosity given by the chosen 
turbulence model. 
Both components of the heat flux vector obey Fourier's 
law of heat conduction 

where Pr and Prt are respectively the Prandtl number 
and the turbulent Prandtl number. 

The vector s is the velocity vector of the grid and 
n is the vector of rotation of the non-inertial frame 
relatively to the absolute one. The grid being non­
deforming with a rigid-body motion, the velocity of a 
mesh point is 

s = fl A (r - ro) 

where r and ro stand respectively for the vector posi­
tion of the point and the vector position of the rota­
tional axis. 

Finally, the turbulent viscosity is estimated ei­
ther with the Baldwin-Lomax algebraic turbulence 
model [19] or with the k - ' Launder-Sharma two 
equations model [26]. In this last case, the convective 
terms of the transport equations are modified due to 
the rigid-body motion. The differential form of these 

equat.ions is thus 

0 ~k) + \. (pk (V- s)) 

+ ( 
l't ) \. (p+ -)Vk 
CTk 

0 a (p<) ---a\+\. (pc (V- s)) C, ' vv c· 1· ,. 
·d k Tt ' - p 't::? ::? T 

with 

+ 

+ 

V. ((I'+~: )Vc) 

21' l't \ (VV) .V (\V) 
p 

1- O.:Jexp (-Ri) 

0.09; Co~ = 1.44; C,, = 1.92 

O'k 1: 0', = 1.:3 

The term Rr defines the turbulent ReJ'IWlds number 
and the turbulent viscosity is given by 

J,, = exp c1 +-~,;50)') 
NUMERICAL METHOD 

Basic Numerical Scheme (ENS) 

The CAN.-\RI code [27, 28] is a mu!ticlomaill 
solver for structured meshes with a cell-centred finite­
volume discret.isation. The numerical scheme cone­
ponds to the Jameson scheme [29] following the method 
of lines by decoupling the approximation of the spatial 
and temporal discretisations. For a model problem~ 
the equations are written 

aw + C(W) = o 
i)t 

where C(YV) represents the convective and diffusive 
fluxes. The steady-state implementation contains con­
vergence acceleration techniques such as local time 
stepping, FAS multigrid method [30] using V-cycles 
and the implicit residual smoothing ofLerat eta/. [31]. 
For turbulent computations~ several turbulence models 
are available including the Baldwin-Lomax model and 
the k - f model of Launder-Sharma [32]. 

Concerning the explicit stage 1 second-order cen­
tral differences are used for all spatial derivatives. A 
blend of linear 4th-difference-based and 2nd-difference­
based artificial dissipation D(W) is added in scalar 
form to suppress the odd-even decoupling and to pre­
vent the appearance of oscillations in the neighborhood 
of shock waves or stagnation points 

aw Bt + C(W) - D(W) 0 
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The solution is then <H:\vanced explicitly in time "\Ylth 
a -lt.h-st age Runge-1\.u tt.a time-stepping algori t.h m. If 
n is the index associated with time and by denoting 
R(lr) = C'(ll")- D(lli) as the residual term. the al· 
gorithm is written as 

wiDI = W" 

ll·ill WIDI- a 1 :,.t Ri01(1V) 

w~'l vvi01- "' :,.t Rill(IVJ 
JVI3) J.V(o) - n 3 :,.t Ri'l (IV) 

I·V 141 WiD)- G4 :,.t RI 31 (!V) 
wn+l = n·l•l) 

\\·here the values of the Gk coefficients are 1/4. lj:l. 
1/2, 1. The choice of the last coefficient ensures the 
consistency while the last two values provide a second­
order time discretisa.tion if the flux terms of the last 
stage are computed with the values ~-V of the third 
stage. 
The implicit stage corresponds to the implicit resid­
ual smoothing technique of Lerat et al. [:31], originally 
developed for the Euler equations. It has been ex­
tended to the Na.vier-Stokes equations. In this case, 
the implicit method preserves the time accuracy of 
the explicit stage and ensures an unconditional sta­
bility [:33, :34]. Modifications of the implicit method. 
to take into account the .Jacobian of the viscous terms) 
are possible but reduce the time discretisation to or­
der one. The numerical boundary conditions for the 
implicit conditions are Neumann type boundary con­
ditions. In the paper, the turbulent computations of 
dynamic stall are first-order accurate in time since the 
viscous terms are frozen at the first stage of the Runge­
hutta scheme in order to save up computational time. 
Note also that the same choice stands for the dissipa­
tive terms. 

The present computations require the treatment 
of three types of boundaries. At the wall, the relative 
velocity (V- s) is zero because of the no-slip condi· 
tion and the airfoil surface is also adiabatic. For the 
farfie1d boundaries) non-reflecting boundary conditions 
are applied. Lastly, at the wake cut, continuity of the 
conservative variables is ensured. 

Dual-Time Stepping Method (DTS) 

The DTS method aims at the resolution of un· 
steady equations with a time-marching steady-state 
solver using the usual acceleration techniques such 
as local time stepping) multigrid 1 • implicit residual 
smoothing while providing a second-order time accu­
racy. In order to do so) the governing equations have to 
be reformulated with the introduction of a dual timer. 

To illustrate this point.. consider the unsteady model 
equation 

(ill 
i)t + ll(ll') = 0 

\\'here R(lr) is t.he residual term which contains tllP 
convective. diffusive and artificial dissipation fluxes. 
The introduction of a duel.! time derivative of the con­
servative variables leads to 

em· aw aw - +- + R(W) = - + R"(IV) = 0 or Cit Dr 

The term R·(lV) corresponds to the unsteady residurd. 
Performing subiter<ttions in the dual time 1 allows to 
use a time~ marching st.eady~stat.e solver and, at con­
vergence (R" (11') ~ 0). to obtain the solution of the 
unsteady equation. 
In the unsteady residual. the discretization of the flux 
term is similar to the discretization of the basic numer­
ical method. On the other hand, a three-point back­
ward formula gives the time derivative D~·~· and results 
in a time implicit scheme which is second~orcler accu­
rate in time 

Note that the indices are relative to the physical time. 
Due to the use of two different times, the stability anal­
ysis of the method requires the treatment of two prob­
lems. The first one concerns the stability of the phys­
ical problem [20] 

3W"+'- 4W" + wn-l ---.,..-,--,--.:___ __ + R( wn+l) = 0 
261 

which does not set any trouble because the second­
order backward difference scheme is A-stable. The 
second analysis lies on the stability analysis of the 
dual time solver. According to a linear analysis of the 
Runge-Kutta scheme applied to the model equation, 
the dual time step D.r in each cell is expressed as 

with 

D.r = Min ( D.r,, D.rv, 
2~1 ) 

= 

= 

CFL-L­
V +c 

CFL pL' 
2-y (L + .!'..L) Pr Pr1 

where L is a characteristic length of the mesh cell and 
cis the local speed of sound. The two time steps D.r, 
and ~Tv respectively take into account the convection 
and diffusion limitations. 
In order to manage the number of subitera.tions in dual 
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time, bet\veen the physical times t and t + D..t, it is 
possible to specify the number of subiterat.ions or to 
define a tolerance criterion. In the ONERA method, 
the second choice has been retained and the tolerance 
criterion is satisfied once the root mean square of the 
first component of the residual R" (W) is less than a 
prescribed value. The checking of the tolerance crite· 
rion is equivalent to the end of one time step in physical 
time. 
Once the tolerance criterion is reached, it is necessary 
to update the time derivative 8~ and to provide an 
initial solution for the next time step. A three-point 
backward linear interpolation gives the new solution 

3W" - 4W"-r + wn-2 
W" + ~--~---'-'--

2 

Note that, at the beginning of an unsteady compu­
tation, a first-order time discretisation replaces the 
second-order relation. 

Grid Generation 

The grid generation is perforn1ed with. an hyper­
bolic grid generator [35] enabling to get C-topology or 
0-topology around an airfoil. Such a grid generator en­
sures the regularity and the orthogonality of the mesh 
although the location of the farfield boundaries is not 
perfectly managed. These t\vo properties of regularity 
and orthogonality are very important in order to give 
a good description of the boundary layer. 

RESULTS WITH THE BNS 

All the computations presented in the article 
have been performed on a Fujitsu VX2 computer. The 
steady state solution at the mean angle of incidence 
provides the initial solution for the unsteady computa­
tion. The periodic regime of the unsteady solution is 
said to be reached when the evolution of the global co­
efficients from one cycle to the other is similar. It usu­
ally takes three periods to reach the periodic regime. 
The computational cost of one time step per cell and 
per point for the basic numerical method costs approx­
imately 7J1S for the Baldwin-Lomax computations and 
lOps for the Launder-Sharma computations. 
Three grids have been built for the computations.They 
all have a C-topology and their respective dimensions 
are 257x65, 32lx97 and 385x97. At the wall, the height 
of the first cell is worth to O.OOOO!C which corresponds 
to a dimensionless height y+ of order unity. The ra­
dial extension of the grids is close to· 20C. The figures 
1 and 2 present vie\VS of the coarse grid around the 
NACA0012 airfoil, the second one demonstrating the 
regularity of the mesh. 

Description of the Test Case 

The test case comes from the experimental work 
of McAlister et al. [21]. It corresponds to the refer­
enced frame 14106 \vith the following test conditions 

"(t) 

k 

0.184 Re = Poo VooC = 2.45xl06 

10' + 15' sin (wt) 
wC 
2Voo = 0.0994 

The airfoil is oscillated in pitch around its quarter 
chord axis. In this test case, a boundary-layer trip 
is located at the leading edge in order to eliminate 
the laminar separation bubble. The fimv can thus be 
regarded as fully turbulent. Note that this test case 
corresponds to a deep stall case. 

Effect of the grid 

In order to test the influence of the grid on 
the numerical solutions, computations have been per­
formed on the three grids using the same dimension­
less time step 6.t = 0.0001 (reference time Cja;00 ) . • \ 

whole cycle is covered in 172000 time steps. The order 
of magnitude of the maxin1al CFL number is around 
125. Figure 3 shows the comparison between the nu­
merical results and the experimental data for the lift. 
the moment and the drag coefficients. 
At first, we notice that the numerical results are qual­
itatively correct but important discrepancies \Vith the 
experimental data are obvious. For instance, all the 
predictions delay the occurence of the moment stall or 
of the lift stall. Furthermore, oscillations of the global 
coefficients appear during the downstroke part of the 
motion. Although the experimental values are aver­
aged over several cycles) these oscillations seem of a 
numerical origin. 
Concerning the influence of the grid, a grid conver­
gence seems to be reached between the medium and 
the fine grid. Due to this fact, all the other Baldwin· 
Lomax computations have been performed on the fine 
grid. The coarse grid results are significantly different 
but provide the best estimations of the moment stall, 
the lift stall and the drag increw;e. 

Effect of the time step 

Figure 4 illustrates the effect of the time step 
on the numerical predictions of the global coefficients 
on the finer grid. The dimensionless time steps are 
equal to 0.0005, 0.001 and 0.002. The time step ef· 
fects are not very important, the main discrepancies 
appearing during the downstroke motion bet\veen the 
solution !:lt = 0.002 and the two other computations. 
By the \\'ay, it demonstrates the time convergence of 
the calculations and the reliability of the basic numer­
ical method. 
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Grid 385x97 

This paragraph presents a more physical descrip­
tion of the dynamic stall prediction on the finest grid 
using the time step ::.:..t:::::: 0.0001. Emphasis is laid on 
the first half of the oscillating motion (from 15° up to 
15° clown) and especially to the formation and convec­
tion of the first stall vortex. 
Figure ,j gives the evolution of the predicted global co­
efficients during the third computed period versus the 
phase angle ~) = wt. Starting from the mean angle of 
incidence in the upstroke motion. the coefficients obey 
a quasi-steady behaviour till the angle of 60° where 
the moment stall begins. The moment coefficient de­
creases suddenly attaining a first peak at 90° 1 increases 
and decreases again to reach a second peak around 
105°. New oscillations occur around 1:35° and 180° 
before the reattachment of the flow at the end of the 
downstroke motion. The lift coefficient and the drag 
coefficient experiment the same kind of evolution but 
with a slight delay when compared with the moment 
behaviour. For instance 1 the lift stall or the drag de­
crease appear 30° later relatively· to the moment stall. 
Figure 6 shows the distribution of the pressure coef­
ficient on the airfoil surface, the phase angle varying 
from 10° to 180°. For the first six locations, it is clear 
that the suction pressure peak increases \\-·it.h the angle 
of incidence. Between 60° and 70°, there is a brutal 
breakdown of the pressure peak and the presence of t.he 
stall vortex is clear at 70° (x/c = 0.1). The convection 
of the vort.ex takes place up to a phase angle close to 
90°. As mentioned previously1 new events occur in the 
following positions 1 in particular at the trailing edge 1 

due to the growth and convection of other vortices. 
In the next figure 7, the pressure distribution is plot­
ted for several chord\vise locations versus the phase 
angle. In the upper plot, the phase angle describes the 
first half of the cycle while the bottom figure only con­
tains the interval between 60' and 120°. The dramatic 
breakdown of the peak pressure clearly appears in the 
upper figure near a phase angle of 60°. Note also the 
perturbations of the pressure distribution during the 
oscillating motion. The lower plot provides an esti­
mation of the convection speed of the first stall vor­
tex because the pressure peak denotes the presence of 
a vortex. A crude approximation gives a convection 
speed close to 0.3 V00 in accordance with usual experi­
mental values. 
The instantaneous streamlines are plotted on Figure 8 
between the phase angles 50° and 190°, every 10°. The 
view confirms the previous explanations. The growth 
and convection of the first two stall v:ortices are clearly 
seen. Furthermore 1 small structures appear and vanish 
at the leading edge and at the trailing edge during the 
oscillating _motion. Finally, note that the stall effects 

seem to disappear after a phase angle of 190('. 

Launder-Sharn1a Con1putatious 

Due to the computational cost, the computations 
have only been performed on the medium grid for a 
dimensionless time step 6.t = 0.0002. It takes 862670 
time steps t.o cover one period. 
Figure 9 gives a comparison of the global coefficients 
between the experimental data and t.he numerical re­
sults due to the Baldwin-Lomax computation and the 
Launcler-Sharma computation. The main conclusion is 
that the use of the Launder-Shanna turbulence mode 
does not improve the prediction of the dynamic stall. 
\Vhen compared to the Baldwin-Lomax results. thE' 
Launder-Sharma computation gives an earlier moment. 
stall or an earlier drag increase. The global coeffi­
cients hoxe also a less oscillatory behaviour durinig the 
downstroke motion. However 1 the lift estimate in the 
upstroke motion is even worse than for t.he Bald\rin­
Lomax computation. These results strongly under­
line the need to extend the numerical method to other 
transport equations turbulence models. 

RESULTS WITH THE DTS 

Channel Flow 

The test ca~e is based on a steady channel flow 
(Delery bump- case B [36]) for which the experimental 
conditions are 

Re = 2.078xl06 

with a dimensionless downstream pressure fixed to 
0.675. A quite simple unsteady test case ~ useful for 
numerical validation - consists in prescribing a sum­
soiclallaw to the downstream pressure 

p = p, (1 + asin(wt)) p, = 0.675 

The dimensionless period is equal to 4. The com­
putations have been performed on a H-topology grid 
(Fig.10) with 181 points along the streamwise direction 
and 65 in the normal direction using the BNS method 
and the DTS method. The algebraic turbulence model 
of Michel et al. [22] provides an estimate of the turbu­
lent viscosity. 
For the BNS method, the dimensionless time step is 
equal to D.t = 0.001 (4000 time steps per period) lead­
ing to a CF Lmax number close to 20. The implicit 
residual smoothing technique is employed without its 
viscous part and the time discretisation is second­
order accurate. The computational time for one pe­
riod is equal to 334s on the Fujitsu VX2 computer. 
For the DTS computation, the time step is D.t = 0.1 
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(400 time steps per period). During t.he subit.era­
tions, the method makes use of t.he local time stepping 
(CF L = 4), of the implicit residual smoothing and of 
the multigricl technique including two grid levels with 
two iterations on the coarse grid. Due to the tolerance 
criterion. the computation requires approximately 15 
subiterations per time step. Lastly, the computational 
time to cover one period is 85s. 
Figure 11 shO\vs a comparison of the time evolution 
of the pressure at several locations in the channel for 
both numerical methods. It takes t-wo periods to get a 
periodical behaviour. In both computations, the pres­
sure levels are quite close although the shape of the 
curves are slightly different. The next figure (Fig.l2) 
present-s the .i'vlach number contours obtained \vith the 
DTS method during the fifth period. The plots show 
a shock/boundary layer interaction on the rear of the 
bump and a pressure wave moving periodically from 
downstream to the shock. The BNS method gives sim­
ilar results. 

AGARD CTl Test Case 

The test case comes from the experimental wotk 
data collected in the AGARD Report No.702 [23]. It 
has be chosen to test the DTS method with a non­
deforming moving grid. The test configuration is 

0.6 
PN v'X)c o 

Re = = 4.8x!O 
/'N 

a(t) 2.89' + 2.41' sin (wt) 

k 0.0808 

The airfoil oscillates in pitch around the quarter-chord 
axis. The grid contains 257x65 nodes. The height of 
the first. cell is O.OOIC along the airfoil and the farfield 
extension is close to 8C. 
For the BNS method, the computations are first-order 
accurate in time. The C F Lmax number is close to 65. 
The dimensionless time step is b.t = 0.03 and 2160 
time steps are necessary to cover one period, corre­
sponding to a computational time per period worth to 
180s. For t.he DTS method, the time step is b.t = 1.8 
and only 36 time steps are required for one cycle. The 
local C F L number is equal to 9. Two grid levels are 
used with the multigrid method with three iterations 
on the coarse grid. For the dual time convergence, an 
average of 33 subiterations is necessary to cover one 
time step. The CPU time is worth to 215s meaning 
that the BNS method is more efficient than the DTS 
one. No explanation has been found yet, but the BNS 
method seems quite efficient in this _case because of a 
C F L number value. Further work is needed to fully 
explore the efficiency of the two methods. 
In order to_ check the validity of the numerical results, 

figure 1:3 presents a comparison of the lift and moment 
coefficients from the experimental data and t.he results 
provided by t-he two methods. It. takes three periods 
t.o at-tain a periodical regime and the numerical predic­
tions are very similar for both coefficients. !\ot.e t-hat. 
the discrepancies on the moment coefficient between 
the experimental data and the numerical result.s have 
been already reported (for instance, [37]). They seem 
to be due t.o a bad experimental location of the rota­
tional axis. 

CONCLUSIONS 

From the present study, one can dra\\" several 
conclusions about the two numerical methods and de­
fine future goals for the prediction of the dynamic stall 
phenomenon. 

From a physical point of view, it is clear that, 
even if the use of the Baldwin-Lomax or the 1.: - E 

Launder-Sharma turbulence models enabled to vali­
date the BNS method, the numerical results are not. 
very satisfactory for the prediction of dynamic stall. 
New computations have to be performed with other 
turbulence models following the work of I-~o and :\lc­
Croskey [14]. for instance. 

From a numerical point of VIew·, the BNS method 
seems quite efficient for unsteady Navier-Stokes simu­
lations, at least when an algebraic turbulence model 
is used. However, its efficiency is not so clear with 
the Launder-Sharma turbulence model. Further work 
is needed to point out the possible limitations of the 
method for unsteady computations. Regarding the 
DTS method, the preliminary results are quite encour­
aging for the channel flow but the oscillating airfoil 
test case raises some questions. The comparison of the 
performances of the two numerical methods requires 
some new simulations. In particular, it is planned to 
perform stall computations with the DTS method and 
to extend the use of the method to simulations with 
transport-equations turbulence models [38, 17, 18]. 

Beyond these tasks, efforts will be put on the use 
of a high-order numerical scheme [39, 40] and an auto­
matic grid adaption method [41] since such approaches 
could lead to a better prediction of the dynamic stall 
phenomenon. 
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Figure 1: Global view of the airfoil Figure 2: Close vie\v of the airfoil 
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Figure 8: Instantaneous streamlines- Grid 385x97- 6.t = 0.001 

AE 02- XIV 



-' 
() 

2.5 

2 

1.5 

~ 

- --T 
exp. upstroke 
exp. downstroke 
Baldwin-Lomax 
Launder-S hanna 

1.2 

0.8 

" 0.5 () 

0.4 

0.2 

05 

-.&.-­_,.. __ 

10 

0.1 

0 

-0.1 

-0.2 

~ -0.3 
() 

-0.4 

-0.5 

-0.6 

-0.7 

5 

exp. upstroke 
exp. downstroke 
Baldwin-lomax 
Launder-Sharma 

15 

a 

10 

20 

exp. upstroke 
exp. downstroke 
Baldwin-lomax 
launder-Sharma 

25 

15 

a 

Figure 9: Comparison of the global coefficients 

Figure 10: Grid of the channel flow test case 
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Figure 11: Time evolution of the pressure - Channel flow - ~t = 0.1 
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