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Abstract 

 
A high-order accurate Euler flow solver based on 

a discontinuous Galerkin finite-element method has 
been developed for the numerical simulations of 
blade-vortex interaction phenomena on unstructured 
meshes. A free vortex in freestream was 
investigated to assess the vortex-preserving 
property and the accuracy of the present flow solver. 
Blade-vortex interaction problems in subsonic and 
transonic freestreams were simulated by adopting a 
multi-level solution-adaptive dynamic mesh 
refinement/coarsening technique. The results were 
compared with those of other numerical and 
experimental methods. It was shown that the present 
discontinuous Galerkin flow solver can preserve the 
vortex structure for significantly longer vortex 
convection time and can accurately capture the 
complex unsteady blade-vortex interaction flows, 
including generation and propagation of acoustic 
waves. 

1. Introduction 
In spite of the rapid development of modern CFD 

techniques, several difficulties still exist concerning 
accurate numerical simulations of unsteady flows 
involving convecting disturbances, such as vortices 
or acoustic waves, and their strong interactions with 
airfoil. One of the most prominent problems is the 
inherent numerical dissipation contained in CFD 
methods, which severely restricts preserving the 
strength of vortices, particularly at the far-field region 
away from the airfoil where grid resolution is not well 
established. To relieve this difficulty, special 
treatments, such as the perturbation method[1, 2] or 
the vorticity confinement method[3], have been used 

for solving blade-vortex interaction(BVI) problems. 
However, the perturbation method is not suitable for 
strong interaction cases, such as head-on vortex-
airfoil collision. The vorticity confinement method, 
which is similar to using an artificial viscosity for 
central-difference schemes, is not robust. It is better 
to reduce the numerical dissipation by increasing the 
accuracy of the numerical scheme and/or by 
improving the grid resolution in the local flow region 
where vortex convection and interaction is dominant. 

On structured grids, several high-order spatially 
accurate methods were used to reduce the 
numerical dissipation for vortex flows [4-8]. Even 
though these high-order methods were successfully 
applied to better preserve the vortex structure than 
low-order accurate methods, enhancement of the 
local grid resolution in a dynamic manner is a very 
difficult task for structured grids. Using unstructured 
meshes, low dissipative solutions for vortex flows 
were obtained by adopting solution-adaptive 
dynamic mesh refinement techniques[9-11]. 
However, in the finite-volume frameworks, second-
order accurate methods are typically used for spatial 
discretization, and extension to high orders above 
second is virtually impractical on unstructured 
meshes, because excessive stencils are required for 
the reconstruction of high-order polynomials. 

Recently, discontinuous Galerkin method(DGM) 
has experienced a resurgence of interest in various 
disciplines of numerical simulations on unstructured 
meshes[12, 13]. DGM has two advantageous 
features from both finite-element and finite-volume 
methods. In the case of DGM, high-order accuracy is 
achieved by increasing the degree of approximating 
polynomials without relying on extended stencils as 
in the classical finite-element methods. Since the 
approximate solutions are represented by element-
wise polynomials, numerical flux schemes originally 
developed for finite-volume methods can be 
incorporated to determine unique flux values at the 
elemental boundaries. Also, DGM maintains the 
compactness, regardless of the order of accuracy, 
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because the required stencil is confined only to the 
neighbours of elemental boundaries. Owing to this 
favourable property, DGM is highly parallelizable 
and easily handles adaptive mesh strategies. 
Therefore, high-order DGM coupled with a solution-
adaptive dynamic mesh refinement technique is a 
good alternative to obtain low dissipative and highly 
accurate numerical solutions for vortex convection 
flows on unstructured meshes. 

In the present study, a two-dimensional 
discontinuous Galerkin Euler flow solver has been 
developed on unstructured meshes for the accurate 
numerical simulation of vortex convection and 
interaction with airfoil. The nonlinear hyperbolic 
Euler equations in a differential form were recast to a 
weak form of a discontinuous Galerkin 
approximation. The approximate solutions were 
expressed by truncated polynomial series consisted 
of the hierarchical basis functions based on 
Legendre polynomials. Roe’s approximate Riemann 
solver was applied to determine the interface flux. 
Time integration was achieved by using an explicit 
TVD Runge-Kutta method for unsteady time-
dependent problems, while an implicit time 
integration method based on Euler backward 
differencing was used to obtain steady-state 
solutions. A slope limiter[14] was adopted to 
suppress the non-physical oscillations of the flow in 
the vicinity of discontinuities, such as the shock 
wave. For the accurate capturing of the vortex 
structure and acoustic waves, a multi-level solution-
adaptive mesh refinement technique based on a 
temporary cell approach was used[10, 11]. A free-
vortex convection problem in freestream[6] was 
investigated to assess the vortex-preserving 
property and the accuracy of the present high-order 
discontinuous Galerkin flow solver. Two-dimensional 
subsonic and transonic blade-vortex interactions 
were simulated, and the results were compared with 
other numerical simulations and experiment for 
validation. 

2. Numerical Method 
2.1 Governing equations 

The two-dimensional Euler equations for 
compressible inviscid flows in a conservation form 
can be expressed as 
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where { }1,2i = , and ρ ,  and  denote density, 
pressure, and specific total energy, respectively. iu is 
the velocity component in the Cartesian coordinate 
direction i

p E

x , and ijδ  represents the Kronecker delta. 
The governing flow equations are completed by the 
addition of the equation of state: 
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where γ  is the ratio of specific heats. 
 
2.2 Discontinuous Galerkin formulation 

Suppose that hT  is a subdivision of Ω  into 
disjunctive open element domains K  such that 

hK T K∈ . Also, each Ω = ∪ hK T∈  is an image of a 
reference element K̂ , K , for all 

h

( )K F=x (( K̂ ξ))
K T∈ . The mapping KF of the reference element 
( )K̂ ξ  to the element ( )K x  in real space is assumed 

to be bijective and smooth. On the reference 
element K̂ , ( )K̂pP  is defined as the space of 
polynomials of degree p  with polynomial basis 
functions 
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associated with the space P K  through the 
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The finite element space  consisted of 
discontinuous vector-valued polynomial functions of 
degree  is defined as 

p
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Then ( ), tU x  can be approximated by 
( ) ( ) [ ]1, 0C T∈ ⊗U x ,p

h ht V K  as 

  (6) ( ) ( ) ( )
1

ˆ, ,
dofN

h l
l

t K t φ
=

= ∑U x U xl

where dof  is the number of degree of freedoms to 
represent the approximate solution in a form of 
truncated polynomial expansions and is given by 

N

( ) ( )1k k+ + 2 / 2  for two-dimensional elements. The 
present DGM is different from standard continuous 
Galerkin methods in that expansion of  is local for hU



 and +−each element, without any continuity constraint 
across the element boundaries. 

To obtain a weak form of the governing 
equations, the conservation laws in Eq. (1) are 
multiplied by an arbitrary smooth function W  and 
are integrated by parts over an element K  in the 
mesh : hT
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K K K
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 discretize Eq. (1), an analytical solution 
and

where n  denotes the outward unit normal vector to 
∂Κ . 

To U  
y the arbitrary function W  are replaced b  

Galerkin finite-element approximation hU  and hW , 
respectively, which belong to the finite-element 
space k

hV . In addition, since the numerical solution 
hU  is d continuous across the element interfaces, 
 flux Tn F  must be replaced by a numerical flux 
( ),− +H U U , which depends on both inner and 

of hU  on 

is

h h
trac

the

oute
,n
es r K∂  and the unit outward 

normal vector n . he p nt study, the numerical 
flux of Roe[15] originally developed for finite-volume 
methods is used. The discontinuous Galerkin 
formulation of the governing equations can be 
expressed as follows: 

In t rese

 
( ), ,

0,

T T
h h h h hK K

T
h hK

d
t

d

− +

∂

p
h

dS

V

Ω +
∂

− ∇ ⋅ Ω = ∀ ∈

∫ ∫

∫

W U W H U U n

W F W
 (8) 

By introducing the polynomial expansions for 
and

∂

hU  
 hW  into Eq. (8), a set of equations for the 

coefficients ˆ
jlU  is obtained: 
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where  represent indices of the four { }, 1, , 4i j = …

ns and th

Euler equations in two dimensions, and 
{ }, 1, , dofl m N= …  denote indices of the basis 

e coefficients of the truncated 
polynomial expansions. Equation 
functio

(9) can be 
rewritten for an arbitrary element K  as follows: 
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Here,  denote the quantities inside and 
utsid f

The relationship given in Eq. (10) for all elements 
in  can be expressed as a system of ordinary 

e o  K .  o

hT
differential equations: 
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where M  denotes the block-diagonal mass matrix
 is the global vector of the coefficients, and 
res  the residual vector. 
This scheme is called as a discontinuous 

h

, 
R  Û

pre ents

Galerkin method of degree p , or ‘DG( p ) method’, 
w ich has an order of accuracy of 1p + [16]. This 
discontinuous Galerkin discretization is similar  
fini

to
te-volume methods(FVM), especially in the use of 

the numerical fluxes, and  fact the first-order 
Godunov-type FVM is exactly identical to DG(0) 
method based on piecewise constants. 
Consequently, DG( p ) method with 0p >  can be 
regarded as the natural generalization of FVM to 
high orders. 

in  

 
2.3 Time integration

Once spatial discretization is completed, a set of 
ordinary differential equations is obtained as in Eq. 
(12). These ordinary differential equations can 

 

be 
 using either an explicit or integrated in time by

implicit method. Explicit time integration methods are 
more attractive for time-dependent unsteady flow 
problems, since they can easily be implemented to 
achieve high-order temporal accuracy. In the present 
study, a third-order accurate TVD Runge-Kutta 
method [17] was used as follows: 
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creases, 

ulations. In the case of steady-state flow 
problems, a fully implicit method based on the 
backward Euler time integration was applied to Eq. 
(10) as 
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The right-hand side is now linearized by using the 
aylor expansion as T
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where /i jH U∂ ∂  
o, 1 /

is the Jacobian of Roe’s numerical 
flux. Als i jF U  and 2 /i jF U  in 

are the Jacobians of 
the inviscid Euler flux 1x  and 2x  directions, 
respectively. Then, Eq. (14) becomes 

 ˆ ˆ
ˆ ˆ

n n

ij nil il
lm jm il

jm jm

R R
m U U R

t U U

δ − +
− +

⎛ ⎞∂ ∂⎜ ⎟− Δ − Δ =
⎜ ⎟Δ ∂ ∂
⎝ ⎠

 (17) jm

for all which can be rewritten in a matrix form hK T∈  
as 
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rix which is consisted of one diagonal block and 
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The coefficient matrix A  is a very sparse block 
mat
three off-diagonal blocks for a triangular element. 

ch block is a square m trix having 4 4dof dofN Na ×  
entities. The linear system of equations is solved at 
each time step by using a point Gauss-Seidel 
method. 

 
2.4 Basis functions, mappings, and quadrature 
rules 

or thF e unstructured mesh used in the present 
study, each triangular element K  in the real space 
of ( )1, 2x x  can be considered as an image of the 
reference element in space ( )1 2,ξ ξ , as shown in Fig. 
1. The domain of the reference element K̂  is 
defined as 
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oordinates[18] c
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The approximate solution is expressed in a form 
f truncated polynomial expansions as 

The choice of the basis functions does not affect the 
acc

λ λ λ= = − =  (20) 

o in Eq. (6). 

uracy of the numerical scheme, but a suitable 
choice of them may simplify the implementation and 
the calculation. In the present study, hierarchical 
basis functions based on the Legendre 
polynomials[19], which are adequate for local p-
refinement method, were used: 

 ( ) ( )
1 23 2 2 1 1 2 1 2,0 , ;l n nL L n n n n pφ λ λ λ λ= − − ≤ + ≤ (21) 

where ( )L x  denotes the Legendre polynomial, and 
iλ  is an affine coordinate defined in Eq. (20). Figure 

, 2 shows a set of basis functions for DG(3) method
where the number of basis functions dofN  is equal to 
10. 

Since the basis set is defined on the reference 
element K̂ , the mapping KF  is required to compute 
the derivatives and the integrals in the physical 
element K . For straight-sided elements, the 
mapping is linear and can be simply expressed by 
using the affine coordinates: 

 ( ) 2 1 3 2 1 3KF λ λ λ= = + +ξ x x x  (22) 

where the Jacobian and the metrics of linear 
mapping are constants within each element. In the 

x

presence of curved boundaries, however, a 
meaningful high-order accurate solution can be 
obtained only if a corresponding high-order 
approximation of the curved-sided elements is 
employed[19]. In the present study, transfinite 
interpolation schemes with the aid of collocation 
projection[18] were applied to obtain the high-order 
mapping KF  for curved-sided elements. 

The set of Eq. (10) is solved in the reference 
element by the mapping KF , and the integrals are 
numerically evaluated by using the Gaussian 
quadratur rules. This requires projece tion of the 
solution values to the quadrature points used in the 
numerical integration. It is known that the quadrature 
rules for the surface integral in Eq. (11) must be 
exact for polynomials of degree 2 1p + , and the 
quadrature rules for volume integral in Eq. (11) must 
be exact for polynomials of degree 2 p , if DG( p ) 
method is used[12]. In the present study, Gaussian 
quadrature rules provided in Ref. [20] were used. 

 
2.5 Slope limiter and shock detector 

One of the main interests of compressible flow 
simulations is to accurately resolve discontinuities, 

flow such as the shock wave, which exist inside the 
field. It is well known that high-order schemes 
produce spurious oscillations in the vicinity of the 
discontinuities. To prevent non-physical oscillation 



near the discontinuities and to stabilize the 
numerical solution, either slope limiters[12, 20] or 
artificial viscosities[21-23] can be commonly applied. 
Both approaches have pros and cons. Even though 
slope limiters have been more widely used in DGMs, 
they may result in deterioration of the solution 
accuracy, even in smooth flow regions by clipping 
smooth extrema. Moreover, slope limiters prevent 
solution convergence to steady state, since the 
limiters are not integrated in the computation of the 
residual but used as a post-processing filter [22]. 
Therefore, application of slope limiters has been 
limited to unsteady flow problems when an explicit 
Runge-Kutta time integration method is used. The 
artificial viscosity approach was originally designed 
to stabilize high-order finite-element methods, such 
as the streamline upwind Petrov Galerkin(SUPG) 
method, by adding an artificial viscosity term into the 
weak formulation explicitly. This approach is very 
attractive when steady-state solutions are sought, 
but requires adjusting user-defined parameters 
which depend on both mesh and flow condition. 

In the present study, a slope limiter[14] which 
was primarily developed for finite-volume methods 
was adopted to suppress spurious oscillations. To 
prevent the accuracy loss by clipping smooth 
extrema, the limiter was set to be active only in the 
vicinity of discontinuities as they are detected by a 
simple criterion based on the density jump across 
the elemental boundaries as follows: 
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where  and  are segment of elemental 
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eK∂
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en
boundaries and the number of segments, 

hρ
−  and hρ

+  represent the inside and 
of an element  on outside values of density K eK∂ , 

and the hmetic erage is denoted as avgir arit  av ρ . The 
limiter and the shock detector used in the present 
study were n optimized. Development of robust 
shock detectors as well as stabilization met s 
remains one of the challenging issues for obtaining 
high-order accurate solutions of DGM [24-26]. 

 

ot 
hod

2.6 Dynamic mesh adaptation 
To improve the accuracy of flow simulation and to 

reduce the inherent numerical dissipation, a solution-
adaptive mesh refinement/coarsening technique was 

grid points were 
dyn
applied[8]. For this purpose, 

amically added and deleted on the existing 
unstructured mesh as detected by error indicators. In 
the present DGM, difference of the approximate 
solution at the elemental boundaries was taken at 

the error indicator. This difference decreases as the 
discretization error is reduced when the spatial 
accuracy is increased or when the mesh resolution 
is enhanced. Therefore, magnitude of the difference 
can be considered as a suitable measure of the local 
discretization error. In the present study, a simple 
error indicator is adopted based on the difference of 
density along elemental boundaries as follows: 
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Since the starting vortex is initiated at the far 

olution difference exists across 
boundaries. To enhance the grid resolution at this 
init

n is 
tra

upstream from the airfoil in an analytic form, little 
s the elemental 

ial stage, vorticity magnitude was also used as an 
error indicator, in addition to density difference. 

Dynamic mesh adaptation is initiated on a 
relatively coarse mesh, and the cell division 
continues until a given criterion is satisfied. The error 
indicator is computed at each element, and the

nsferred to the elemental face to decide whether 
cell division is necessary for each particular face. 
Then, new node points are added at the centers of 
tagged faces. To increase the grid efficiency and to 
reduce the computational cost, a mesh coarsening 
procedure is also applied in parallel to the mesh 
enrichment whenever the value of error indicator 
decreases due to the changing flow characteristics 
in time. During the mesh coarsening procedure, 
node points previously added are deleted and 
subdivided elements are restored to their original 
elements. The mesh enrichment history stored in the 
tree data structure is used for this purpose. Mesh 
coarsening is stopped when the original mesh is 
recovered. 

 
2.7 Vortex model 

For the vortex convection problems, a vortex was 
initially described by an analytical form as suggested 
by Sculley[27]. The non-dimensional tangential 

x is expressed as velocity of the vorte
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where  and r  represent the radius of vortex core cr
he 
ctive

a he vortex center, 
re  is normalized by 

nd t rad distance from t
spe ly.  vortex strength

the product of freestream Mach number, freestream 
o

ial 
The  Γ

speed of s und, and airfoil chord length. 
Counterclockwise vortex is defined as positive in the 
present study. The initial pressure and density fields 
can be evaluated from the radial momentum 



equation, in conjunction with the energy equation for 
constant enthalpy flows[28]. 
 

3. Results and discussion 
To assess the solution accuracy of the present 

igh-order discontinuous Galerkin flow solver, 
s involving vortex 
ially, a free vortex in 

fre

h
unsteady time-accurate flow
convection were calculated. Init

estream was investigated to assess the vortex-
preserving property of the present flow solver. Then, 
blade-vortex interaction problems in subsonic and 
transonic freestreams were simulated by adopting a 
multi-level solution-adaptive dynamic mesh 
refinement/coarsening technique. 
 
3.1 Vortex convection in freestream 

The first validation of the present method was 
made for a free vortex convecting in freestream. This 
ase was first attempted by Tang and Baeder[6] to 

of spatial 
dis

triangl
ical ed

ion distance. Figure 5 shows the 
tan

ation method 
dev

c
measure the diffusive property 

cretization methods on structured grids. The 
vortex model presented in Eq. (25) with a core 
radius of 0.05cr =  and a non-dimensional strength of 

0.2Γ = −  was initialized at incoming upstream of a 
freestream Mach number of 0.5, and then the vortex 
was convected over a non-dimensional distance of 
10, which is equivalent to 200 vortex core radii. The 

ed size of the computational domain was 
20 2× , and the domain was tessellated into a 
uniform Cartesian mesh consisted of 241 41×  points. 
To construct a triangular unstructured mesh, each 
quadrilateral cell was further divided into two 

es as shown in Fig. 3. As shown in the figure, 
the mesh was very coarse with a typ ge size 
equivalent to the radius of the vortex core. Unsteady 
time-accurate calculations were performed by using 
a third-order accurate TVD Runge-Kutta time 
integration method. 

In Fig. 4, decay of the peak-to-peak tangential 
velocity and the minimum density difference 
normalized by the initial values are presented in 
terms of the convect

normaliz

gential velocity and density profiles after the 
vortex convected 200 core radii(x=10). The figures 
show that numerical diffusion of the vortex was 
drastically decreased as the order of accuracy 
increased. In the case of the fifth-order calculation 
denoted as DG(4), the vortex was convected without 
any visible difference in the peak-to-peak tangential 
velocity from the exact value, even after 200 core 
radii travel. Also, only three percent decay was 
observed in the minimum density difference. The 
vortex core radii measured by the distance from the 

position of the maximum tangential velocity to the 
vortex center were 1.0, 1.25, 1.67, 3.0 radii of the 
initial vortex for DG(1), DG(2), DG(3) and DG(4), 
respectively. This indicates that high-order accurate 
DGMs preserve the vortex without any significant 
decay, even on very coarse meshes. 

Assessment of the accuracy of the present DG 
solver are presented in Table 1 and the results are 
compared with those of an improved third-order 
accurate upwind spatial discretiz

eloped by Tang and Baeder[29] based on a 
piecewise quadratic reconstruction with more 
accurate slopes and curvatures evaluated by 
compact difference schemes. The results compared 
were calculated on a uniform Cartesian mesh 
containing 481 81×  points, four times more grid 
points than the present unstructured mesh. It is 
shown that the results based on the improved 
quadratic reconstruction method with sixth- and 
fourth-order ct difference schemes (Q6c and 
Q4c, respectively) are more accurate than other 
high-order methods, such as the fifth-order accurate 
WENO5[30] and the third-order accurate MUSCL 
scheme implemented in CFL3D[31], although the 
nominal accuracy is equivalent or lower. However, 
the results clearly indicate that the present DG(3) 
and DG(4) methods are less diffusive than both Q4c 
and Q6c, even on a relatively coarse mesh. The 
solution of the second-order accurate DG(1) method 
is still more accurate than that of CFL3D, even at 
lower order of accuracy. 

 

 compa

3.2 Subsonic blade-vortex interaction 
Next, a subsonic BVI problem was simulated by 

using the present high-order DG solver coupled with 
a 

quasi two-
dimensional head-on parallel blade-vortex 

 After initializing the vortex, a 
num

multi-level solution-adaptive dynamic mesh 
refinement/coarsening technique. This 

interaction was previously investigated 
experimentally and numerically [28]. In this problem, 
a vortex with a core radius of 0.018 chord lengths 
and a non-dimensional strength of -0.283 was 
released upstream of an NACA0012 airfoil at a 
freestream Mach number of 0.5. An isotropic 
triangular mesh containing 1,848 elements and 954 
nodes was generated. 

Initially, the steady-state solution was obtained 
for the airfoil-alone configuration, and then the vortex 
was initialized at five chord lengths upstream from 
the airfoil leading edge.

ber of mesh adaptations were carried out to 
enhance the grid resolution for the vortex and for the 
flow around the airfoil. During the mesh adaptation, 
to prevent excessive division of small elements, the 



minimum size of tagged elemental faces was limited 
to 0.02.  

Figure 6 (a) shows the initial mesh and the 
refined meshes after vortex initialization. The 
numbers of triangular elements of the refined 
me

hord lengths downstream 
fro

 
airf

ulations by other investigators[8,32] at 
thrshes were 17064, 6494 and 4518 for DG(1), 

DG(2) and DG(3), respectively. In the case of DG(1), 
most of the refined elements were distributed around 
the airfoil and at the initialized vortex. However, for 
DG(2) and DG(3), mesh refinement was made 
mostly in the leading-edge and trailing-edge regions, 
and at the vortex. This is because the discretization 
error detected by the density difference was rapidly 
reduced for smooth flow around the airfoil as the 
order of accuracy increased. As shown in Fig. 6 (b), 
regardless of the accuracy of the scheme, the size of 
the element edges at the vortex core region after 
refinement was approximately 0.01, which is 
approximately a half of the vortex core radius. This is 
because minimum size constraint was forced to the 
refinement of the edges. 

The unsteady time-accurate calculations were 
performed by marching the solution in time until the 
vortex travelled seven c

m the initialization. The mesh was dynamically 
adapted whenever the vortex travelled 0.005 chord 
lengths from the previous mesh adaptation. When 
measured at one chord length upstream of the airfoil 
leading edge, the vertical velocity of the vortex was 
diffused to 65%, 95%, and 98% of the initial value for 
DG(1), DG(2), and DG(3) calculations, respectively. 

Figure 7 shows the instantaneous meshes and 
the corresponding pressure contours at several time 
levels. When the vortex was located ahead of the

oil leading edge, small cell elements were 
concentrated at the vortex, at the airfoil leading 
edge, and near the trailing edge. At this time level, 
the number of elements for DG(1), DG(2), and 
DG(3) was 31888, 11849, and 7780, respectively. 
As the clockwise vortex collided to the airfoil and 
then travelled along the lower surface, an acoustic 
wave was generated from the airfoil leading edge 
due to the displacement of the stagnation point at 
the leading edge caused by the vortex collision. This 
wave subsequently propagated toward upstream of 
the flow field. In the case of DG(1) calculation, the 
vortex was much more diffused than that of higher-
order calculations before collision, and thus a 
weaker acoustic wave was generated. The strength 
of BVI and acoustic wave propagation of DG(2) was 
similar to DG(3), even though decay of the DG(2) 
vortex in vertical velocity was slightly larger than that 
of DG(3) before collision. When the vortex travelled 
6.25 chord lengths(xv=6.25), the number of elements 
increased to 52958, 29564, and 25208 for each 

calculation, mostly for capturing the acoustic wave 
propagation. 

In Fig. 8, surface pressure histories are 
compared with measurement[28] and inviscid 
numerical sim

ee streamwise locations near the leading edge for 
both upper and lower surfaces. Ng and Hillier[32] 
performed the calculation by using a second-order 
upwind Godunov-type Euler solver on an extremely 
fine embedded structured grid. Tang and Baeder[8] 
performed the simulation by using an improved third-
order accurate upwind method based on a piecewise 
quadratic reconstruction with a sixth-order compact 
difference scheme[29], coupled with a two-step grid 
redistribution method on structured grids. It is shown 
that on the upper surface the present results are in 
good agreements with the experimental data, even 
though the pressure peaks were predicted slightly 
upstream than measurement. This discrepancy was 
also observed in the predicted results by Ng and 
Hillier. On the lower surface, due to the lack of 
viscosity, relatively sharp peaks were observed in 
the present calculation, similar to other inviscid 
results [8, 32]. As the order of accuracy increased, 
the magnitude of the peaks also increased. 

 
3.3 Transonic blade-vortex interaction 

A transonic BVI problem was investigated for an 
NACA0012 airfoil section at a freestream Mach 

 of -0.26c, 
wh

 After the 
vor

number of 0.8 and a blade-vortex offset
ere c is the chord length. The vortex has a core 

radius of 0.05c and a non-dimensional strength of -
0.2. The same initial unstructured mesh of the 
previous subsonic BVI studies was used. 

A steady-state solution was initially obtained, and 
the vortex was initialized at five chord lengths 
upstream from the airfoil leading edge.

tex was initialized, a number of mesh adaptations 
were performed to enhance the grid resolution for 
the vortex and for flow around the airfoil as shown in 
Fig. 9. To suppress spurious oscillations near the 
shock wave and to prevent accuracy loss in the 
smooth flow field, a slope limiter[14] was applied to 
the elements tagged by the shock detector. Thus, 
the approximate solution of the tagged elements was 
represented by the polynomials of degree one, even 
for high-order calculations. By doing this, higher-
order DGMs were stabilized in the presence of the 
shock wave without any deterioration of the solution 
accuracy in smooth flow regions. However, because 
of the limiting of the solution and the rather abrupt 
change of the order of accuracy for elements swept 
by the moving shock wave, spurious numerical noise 
was observed behind the shock wave, particularly 
for DG(2) and DG(3). This caused additional 



refinement of cells in the flow region behind the 
shock wave. 

Figure 10 shows the instantaneous meshes and 
the corresponding pressure contours at several time 
levels as the vortex passes by the airfoil. When the 
vor

rtex during the 
inte

tex was located ahead of the airfoil leading edge, 
the effect of the vortex is relatively small, and the 
shock waves on the upper and lower surfaces of the 
airfoil were nearly symmetric. When the vortex was 
located underneath the airfoil, the shock wave on the 
lower surface strongly interacted with the vortex and 
finally bifurcated as the vortex passed by. The vortex 
restored its identity downstream of the airfoil trailing 
edge. During this transonic BVI, it was clearly 
observed that three acoustic waves were generated 
and propagated upstream. At first, a pressure wave 
was generated due to the movement of the leading 
edge stagnation point caused by the change of 
induced velocity by the vortex. Secondly, a 
compressibility wave was generated as a result of 
the interaction between the vortex and the shock 
wave on the airfoil lower surface. Finally, another 
compressibility wave was generated on the upper 
surface from the trailing edge when the vortex left 
the trailing edge. These complex flow features such 
as generation of acoustic waves, their migration to 
upstream, and the shock-wave bifurcation were well 
predicted using the present DGM solver coupled 
with a multi-level solution-adaptive dynamic mesh 
refinement/coarsening technique. 

Figure 11 shows variation of the lift and quarter-
chord moment coefficients with the instantaneous 
streamwise position of the vo

raction process. Lift was initially negative due to 
the downwash induced by the clockwise vortex 
located ahead of the leading edge. The lift reached a 
negative maximum when the vortex passed near the 
leading edge and then rapidly increased thereafter. 
A sudden sign change of moment from positive to 
negative was also observed as the vortex traveled 
below the airfoil. All three DG calculations show 
similar behaviors, and are in reasonable agreement 
with other Euler[2] and thin-layer Navier-Stokes[1] 
investigations based on a perturbation method.  

4. Concluding Remarks 
A high-order accurate flow solver based on a 

e-element method has 
 accurate numerical 

sim

resent flow solver. Then blade-
vor

discontinuous Galerkin finit
been developed for the

ulation of blade-vortex interaction phenomena on 
unstructured meshes. The approximate solutions 
were expressed by truncated polynomial series 
consisted of the hierarchical basis functions based 
on Legendre polynomials. Roe’s approximate 

Riemann solver was applied to determine the 
interface flux. Time integration was achieved by 
using an explicit TVD Runge-Kutta method for 
unsteady time-dependent calculations, while an 
implicit time integration method based on the Euler 
backward differencing was used to obtain steady-
state solutions. To suppress spurious oscillations 
near the shock wave and to prevent accuracy loss in 
smooth flow fields, a slope limiter was applied in 
conjuction with a shock detector. A multi-level 
solution-adaptive mesh refinement/coarsening 
technique was adopted to reduce the numerical error 
and to capture the vortex structure and the acoustic 
waves accurately. 

A free vortex in freestream was investigated to 
assess the vortex-preserving property and the 
accuracy of the p

tex interaction problems in subsonic and 
transonic freestreams were simulated. The results 
were compared with those of other numerical and 
experimental methods. It was shown that the present 
discontinuous Galerkin flow solver preserves the 
vortex structure for significantly longer vortex 
convection time and can accurately capture the 
generation and propagation of acoustic waves. It 
was found that the present high-order discontinuous 
Galerkin method coupled with a solution-adaptive 
mesh adaptation technique on unstructured meshes 
is a good alternative for accurately capturing 
complex flow features involving vortex convection. 
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Table 1 Normalized peak-to-peak tangential velocity 0/v vΔ Δ at 10x =  ( 200 cr ). 

Present calculations 
( 241 41 2× × uniform triangular mesh) 

Tang and Baeder[29] 
( 481 81 × uniform Cartesian mesh) 

DG(4) 100% Q6c 96% 
DG(3) Q4c 98% 91% 
DG(2) 86% W  ENO5 63% 
DG(1) 53% C  FL3D 42% 
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Fig. 2 Hierarchical basis functions for DG(4), 
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Fig. 3 Unstructured mesh and tangential velocity profile of the initial vortex for free vortex convection problem. 
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(a) initial and refined meshes (b) vortex initialization 

Fig. 6 Refined unstructured meshes and initial vortex imposed in the steady flow field for the subsonic BVI problem. 

 



 
 
 

(a) DG(1) 

(b) DG(2) 

(c) DG(3) 

Fig. 7 Instantaneous pressure contours and adapted meshes during subsonic BVI . 
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Fig. 8 Comparison of pressure histories at selected points near the leading edge for subsonic BVI. 

 

 

 
Fig. 9 Refined meshes for initialized steady-state solutions. 

 



 
 
 

(a) DG(1) 

(b) DG(2) 

(c) DG(3) 

Fig. 10 Instantaneous pressure contours and adapted meshes during transonic BVI. 
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Fig. 11 Comparison of lift and moment variations with instantaneous vortex position for transonic BVI. 

 


