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Abstract

Path planning is a well-established method to compute unobstructed flight paths even for manned aircraft. Especially
helicopters are able to perform different landing and takeoff procedures. These maneuvers may depend on the envi-
ronment, weather conditions or individual pilot requirements. To identify and to meet individual pilot requirements
within the trajectory planning, a multipart survey is conducted.
By means of the survey several attributes describing the takeoff are extracted. Some pilots skipped single questions
so that the observed data are not complete. The missing data are imputed by means of the known data to compute a
complete database. Based on statistical analysis and on regression, a subset of the overall attributes can be excluded
from clustering so that a reduced and complete database is obtained. Finally, the clustering methods used, compute
a feasible pilot classification. The results of the classification are used to characterise typical pilot requirements which
form a set of constraints used for takeoff planning.

1 Introduction

Helicopter usage today is often limited due to adverse
meteorological conditions or simple night-fall. These
conditions force pilots and operators to fly under IFR
(instrument flight rules), special VFR (visual flight rules)
or to quit flying completely. In any case this leads to
more or less prolonged periods in which the operation of
helicopters is not possible or only limited (in airspace and
time). To circumvent this, the DLR (German Aerospace
Center) develops a pilot assistance system allowing the
operation of the helicopter even under adverse meteoro-
logical conditions.
In general, the assistance system consists of sensors so
that the measured information is used by means of al-
gorithms to ensure the desired assistance. Furhter on,
different human-machine interfaces display the relevant
information which benefit from the measured informa-
tion as well as from the computed results by the algo-
rithms. The sensor collected data will be fusioned [1]
to generate a 3D earth surface model of the helicopter’s
surrounding. This model will be the input for the al-
gorithms like trajectory planning. Upper mode control
laws and auto pilot functions will enable the pilot to stay
on the planned trajectories even in adverse weather con-
ditions. By usage of different human-machine interfaces
like displays, helmet mounted displays or active con-
trol sticks an information overflow for the pilot should
be omitted and safe guidance should be possible. The
whole system will be tested on DLR’s Flying Helicopter
Simulator (FHS) that is a modified EC135, figure 1.
The path/trajectory planning is an important part of an
assistance system allowing 24h all weather operations.
If the pilot has poor to no vision it is hard or even im-
possible for him to navigate without aids. Since pure
stabilisation of a helicopter under DVE (degraded visual
environment) conditions is much harder and needs more

pilot action than that of a pilot in an airplane, the pi-
lot’s mental resources for helicopter navigation are very
limited. Thus, it is important to support the pilot in
planning his route and especially in replanning during a
running mission so as to free mental resources for achiev-
ing the intended mission goals.

Figure 1: The Flying Helicopter Simulator (FHS)

[2] presents flight path planning that make use of pilot
dependent requirements. To further enhance the qual-
ity of the planned trajectories, a survey is conducted
that should reveal patterns of pilot behaviour. These
patterns will be used to define sets of constraints for the
path planning algorithms. This ensures each pilot’s indi-
vidual style of flying to influence the trajectory planning.
This paper provides a contribution to the methods used
to analyse the data gained by the survey. In section 2 the
build up of the questionnaire is shown. Different kinds
of questions are defined. Introduced by section 3, the
methods used for the data analysis are presented. First
the statistical methods for data analysis together with
the methods used for scaling and regression are briefly
described. The same chapter also introduces imputa-
tion techniques helping to estimate feasible values for the
missing data. In section 3.5 the clustering methods are
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explained briefly. Then in section 3.6, the cost functions
for the missing data analysis and the fuzzy clustering are
shown. The general procedure to compute the classifica-
tion is summarised in section 4. Based on this theoretical
background, a statistical analysis of the observed data is
shown and dependent attributes are identified as well as
missing data are completed in section 5. Finally, the re-
sults of the clustering and the conclusions drawn from it
are presented in section 6 and section 7, respectively.

2 Survey

The survey is conducted to detect and classify different
behaviour patterns of helicopter pilots for path planning.
Therein, the behaviour patterns mainly reference to con-
straints, procedures and processes which are regarded or
executed by helicopter pilots within takeoff and enroute
path planning (landing and approach phase survey al-
ready was conducted [3]). Using the gathered data may
allow future path planning algorithms to address the
differences between pilots by computing personalized
routes. In the same time, operating complexity is re-
duced because the number of adjustable parameters in
the system are minimised.
Surveys helping to adjust assistance systems are also
conducted in automobile research where usually simu-
lator or drive test investigations are carried out [4], [5].
Due to lower local availability of pilots compared to
car drivers the survey described here could not rely on
simulator or flight test data. Thus, the survey was con-
ducted as questionnaire answered in personal interview.
A detailed description of the survey will be given in sec-
tion 2.1. The group of pilots questioned in the survey
will be described in section 2.2.

2.1 Design of the Questionnaire

As mentioned before the questionnaire is designed for
direct questioning of commercial helicopter pilots. The
form of direct questioning is preferred to an internet sur-
vey to omit misunderstandings. Each questioning takes
between 45min and 90min.
The questionnaire is divided into 3 parts. The first
one covers personal information about the pilots’ back-
ground. The second and third part of the questionnaire
contain takeoff and enroute procedures together with pa-
rameters, respectively.
The questionnaire consists of 4 different kinds of ques-
tions. Most common are questions allowing the pilot to
choose from a certain number (mostly three or four) of
solutions to a path planning problem. An example of the
structure of such a question is shown in figure 2. Here
the pilot can choose a way to exit a confined area on
two different ways or by his own strategy which is not
depicted in this figure. The pilot was asked for his choice
with the mission leading east and west. Additionally, the
clearance over the confining obstacles is asked.
The second kind of question requests free text and is
mostly used as explanation to an answer, thus allowing
to get a grip on the motivation of each pilot or to allow
for alternatives to be considered under special circum-
stances, like ”I would choose option a instead of c in

IMC.”, (instrument meteorological conditions).
The third kind are questions used to weigh certain pa-
rameters against one another by giving them an impor-
tance measure between -2 for ”absolutely unimportant”
to +2 for ”of great importance”. Lastly, facts are asked
in direct questions. Some examples are standard flight
conditions during missions, more personal preferences
like preferred obstacle clearances or maximum accept-
able crosswind during takeoff.

Figure 2: Example of a depiction showing different
ways to leave a confined area

The questionnaire is designed to create a wholistic im-
age of the pilots’ behaviours so that the path or mission
planning is able to reflect typical behaviour patterns. All
of these parameters depend on the pilots preferences, ex-
perience and the helicopter flown.
In the following section, general pilot attributes are pre-
sented to give a rough feeling for the range of pilots ques-
tioned.

2.2 Participants background

The overall number of pilots questioned is 68, working for
11 different employers in Germany, the UK and Austria.
29 pilots work in a civil field, 39 pilots are military per-
sonal. 16 of the 29 civil pilots fly for HEMS (helicopter
emergency medical services) operators, 7 for police, 5 in
the test flight area, and one pilot flies aerial work. The
military pilots typically fly SAR (search and rescue) as
well as training and instructor flights in military school.
Only a few (namely 5) of the overall 39 pilots perform
test flights.
The average age of the pilots questioned is 43 years with a
maximum of 58 and a minimum of 24 years. The pilots’
mean flight experience is 3738 hours as pilot in com-
mand ranging from pilots who just earned their wings
with 100 flight hours to experienced pilots accumulating
more than 11000 hours (see figure 3).
In total the pilots had experience on 40 different heli-
copter models. This number only includes those models
flown in regular work or training, not those flown only
a couple of times. Another important matter for the pi-
lots experience are the mission scenarios the pilots have
experience in. The different scenarios and the number of
pilots having at least some knowledge in them is shown
in figure 4. One has to keep in mind, that every pilot
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could choose more than one scenario so that the overall
number for all scenarios is greater than 68.

Figure 3: Flight hours of pilots questioned

In figure 4 it can be seen, that 55 of the 68 pilots taking
part in the survey have experience in IFR (instrument
flight rules) and in flight with external load. Slightly less
pilots (51) have flight experience using NVG (night vi-
sion goggles), with mountain (mnt.) operation (48) and
winch operations (46). A total of 14 pilots have experi-
ence in sea or naval operations. The remainder contains
all other operations present, like nap of the earth flight
and other special military operations which are not very
common among the pilots questioned.

Figure 4: Pilot experience

Figure 5 shows, what kind of missions are flown by the
pilots at the time of the questioning. Again, multiple
choices could be made. Most of the pilots questioned
were flying in the field of HEMS/SAR with a total of 38
pilots flying this kind of missions on a regular basis.

Figure 5: Actual field of work at the time of the survey

33 pilots fly transport missions transporting either peo-
ple or material. Instructors and pilots in training are

condensed in the field training with 31 pilots flying. Tac-
tical (tact.) missions are flown regularly by 12 pilots and
7 pilots do flight testing. ”Other” includes for example
check flights and sums up to 6 pilots.
Since the questionnaire was to be answered for a sin-
gle helicopter model, namely the one flown most often
in the time of the questioning, the number of helicopter
models represented in the questionnaire with 10 different
models is much lower than the earlier mentioned abso-
lute number of 40 models ever flown by the pilots. The
models included and their incidence are depicted in fig-
ure 6. It can be clearly seen that most of the helicopters
flown are medium or light weight twin engine helicopters
(EC135, EC145, BK117, AS350, BO105) but there are
also some heavy weight multiple engine helicopters like
the CH53, NH90 or Seaking and one high performance
attack helicopter included. In total, only one single en-
gine helicopter is included with the gazelle. The majority
flies EC135 since not only most of the HEMS operators
use this model but even the military use it for training
purposes.

Figure 6: Overview of helicopter models represented by
the survey

The collective of the participants is well mixed between
military and civil pilots as well as experienced and in-
experienced pilots. This resembles well the overall he-
licopter community. Only single engine operations and
the general aviation sectors are not well represented.

3 Methods

As described above, the survey addresses a couple
of questions characterised by different physical units.
Therefore, the units between each attribute differ and
may distort the classification result. Hence, scaling
methods are applied in order to reduce the influence of
units.
During the interview some pilots skipped questions.
That is mainly the case for topics which are not cov-
ered by the flight manual or are not explicitely defined
by the mission. Therefore, the database contains missing
values. For the classification, the algorithms used need a
complete database. If only those helicopter pilots, who
answered each question, are analysed, only a subset of
the whole database would provide a contribution to the
classification. The general problem is to decide how to
circumvent missing data and the influence of units so
that the classification represents a meaningful takeoff be-
haviour.
The observed pilot database Qobs consists of a two di-
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mensional representation of the pilots (objects or set of
data points) together with their answers to each ques-
tion (attributes). Hence, the database Qobs is defined by
the number of pilots p = pobs ∈ ℕ and the number of
attributes a = aobs ∈ ℕ:

Qobs =
{
qobs

1
, . . . , qobs

p
∣dim(qobsi ) = a

}
(1)

Imputation techniques estimate the missing data Qmiss

and yield the completed database Qcomp with p = pobs
and a = aobs:

Qcomp =
{
qcomp

1
, . . . , qcomp

p
∣dim(qcompi ) = a

}
(2)

The completed database can further be reduced. At-
tributes are excluded if there is a remarkable correlation
to other ones or if the attributes are mainly characterised
by the same value. Therefore, attributes are either re-
placed by regression models or by constant values. If a
single object is identified to be an outlier, that object is
excluded. The set of data points after excluding attrit-
butes and outliers from the database Qcomp are charac-
terised by Qred with p = pred < pobs and a = ared < aobs.
The replaced values Qrep are thus defined by Qcomp with-
out Qred.

Qred =
{
qred

1
, . . . , qred

p
∣dim(qredi ) = a

}
⊂ Qcomp

Qrep = Qcomp ∖Qred
(3)

Let Q denote one of the defined sets (Qobs, Qcomp or
Qred) above. Then, the i-th pilot (or object) is ad-
dressed by the notation Qi∗ = q

i
. The j-th attribute is

selected by Q∗j =
{
q

1a
, . . . , q

pa

}
(with p either pobs or

pred). A single element, that is the i-th pilot with its
j-th attribute, refers to qij .

3.1 Basics

The database Qobs consists of information which can be
analysed statistically. Furthermore, the computation of
Qcomp and Qred as well as the classification requires sta-
tistical analysis which will be briefly summarised in this
chapter. Further information can be found in literature
(e.g. [6], [7], [8], [9]) which typically concerns statistics
or data mining.
Descriptive Statistics. If a data vector x ∈ ℝn with
n ∈ ℕ is given, then the expected value E(x) and the
variance V ar(x) are estimated by:

E (x) ∼= � (x) =
1

n
⋅
n∑
i=1

xi

V ar (x) ∼= �2 (x) =
1

n− 1
⋅
n∑
i=1

(xi − � (x))
2

(4)

Correlation. Let � ∈ ℝn be a second data vector, then
the Pearson correlation between x and � is defined by:

�Pearson =
COV (x, �)√
V ar(x) ⋅ V ar(�)

COV (x, �) = E
(
(x− E(x)) ⋅

(
� − E(�)

)) (5)

Inserting eq. (4) in eq. (5) yields the empirical correlation
SPearson. The Pearson correlation SPearson ∈ [−1, 1] de-
scribes the linear dependence between two continously
distributed attributes. If the rank of both vectors x and
� is used within eq. (5) the Spearman correlation coeffi-
cient is obtained. In addition, it should be proven that
the calculated correlation coefficient is significant (based
on a t-test).
Student’s t-test. The student’s t-test compares a cal-
culated t-value with a tabulated p-value (i.e. a specified
area of the t-distribution [10]) depending on a signifi-
cance level �. For the correlation coefficient, the t-value
is based on:

t =

√
n− 2

1− S2
Pearson

⋅ SPearson (6)

In case of a one-sample t-test, the calculation of the
t-value is defined by:

t =

√
n

V ar (x)
⋅ (E (x)− �0) (7)

Therein, �0 designates the specified or supposed mean
value. The null hypothesis H0 : E (x) = �0 is rejected if
∣t∣ > p�/2 (i.e. two-tailed test).
For both tests, the respective p�/2 is taken from the tab-
ulated t-distribution.
Kolmogorov-Smirnov test. The similarity of two
distributions x and � can be analysed using the
Kolmogorov-Smirnov test. The empirical (i.e. sample)
distributions F (x) and F (�) are compared under the null
hypothesis H0 : F (x) = F (�). The supremum of the ab-
solute difference:

d = sup
(∣∣F (x)− F (�)

∣∣) (8)

is calculated to proof the null hypothesis H0 which is
accepted if d > p� whereat the p-value is taken from the
tabulated values [11].

3.2 Scaling

Each set Q consists of attributes which are described by
different units. To reduce the influence of the units, the
attributes are normalised. Let x ⊆ Q∗j be one of the
attributes without missing data. Then, the vector x is
normalised by one of the following equations which are,
in case of linear scaling, widely used in statistics and
data mining.
Min/max scaling. By means of min/max scaling (or
amplitude scaling) x is transformed to z ∈ [0, 1]n so that:

z01 =
x− inf(x)

sup(x)− inf(x)
= T01(x) (9)

Standardisation. Standardisation (or Z transforma-
tion) means to normalise the vector x so that the stan-
dard deviation � and the mean value �) equals one and
zero, respectively. In a more formal way, the transformed
vector zs is defined by:

zs =
x− �(x)

�(x)
(10)
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Yeo-Johnson transformation. The Yeo-Johnson
transformation [12], which is a nonlinear scaling method
based on the Box-Cox transformation [13]. That method
computes a transformed vector zY J that is closer to a
normal distribution. That is done by using the following
transformation which depends on the parameter � ∈ ℝ:

zY J,i =

⎧⎨⎩
1
� ⋅
[
(xi + 1)� − 1

]
� ∕= 0, xi ≥ 0

ln(xi) � = 0, xi ≥ 0
1

�−2 ⋅
[
(−xi + 1)2+� − 1

]
� ∕= 2, xi < 0

− ln(−xi + 1) � = 2, xi < 0

(11)

To determine the parameter �, a cost function which de-
pends on the transformed vector zY J is defined in [12].
Therein, the set of parameters � = {�, �, �} is opti-
mised so that the following log-likelihood function is
maximised:

f(zY J , �) = −n
2

ln(2�)− n

2
ln(�2)

− 1

2�2

n∑
i=1

(zY J,i − �)2

+ (�− 1)

n∑
i=1

sgn(xi) ln(∣xi∣+ 1)

(12)

Here, f(zY J , �) is maximised using the Nelder-Mead
Simplex method [14], [15]. However, the Yeo-Johnson
transformation tends to compute data with near nor-
mality but is not necessarily applicable to reduce the
influence of units. To circumvent this, the min-max
scaling and standardisation can be applied additionally
to the transformed data zY J .

3.3 Regression

Regression is used to reduce the distortion of the classi-
fication results caused by dependent attributes (i.e. at-
tributes which can be expressed by other ones). The
respective attributes x̃ ⊆ Qrep∗j are determined by Pear-
son’s correlation coefficient. If a pair of vectors x and �

k

(x, �
k
⊆ Qobs∗j ) correlate significantly, then the attribute

�
k

may be used to calculate an estimate of x. The corre-
lation is significant if the t-test (see eq. (6)) accepts the
null hypothesis based on a significance level � < 0.05.
Finally, a set of possible describing attributes without

missing data Ξ =
{
�

1
, . . . , �

m

}
⊂ Qobs with m < aobs

is obtained to calculate the estimate x̃ = f (Ξ). It is
assumed that the dependent attribute can be calculated
using the regression model of Lier [16]. That polynom
has degree d ∈ ℕ and is defined by m independent at-
tributes �

k
so that:

x̃ = b0 +

d∑
a=1

m∑
k=1

bi�
a
k +

m∑
j=1

m∑
k=2
k>j

a+b≤d∏
a,b>0

bi�
a
j �
b
k

x̃ = Z ⋅ b

(13)

The describing coefficients b of that model are calcu-
lated by minimising the least-square error between the
observed and the estimated values which gives:

minb

{
(x− Z ⋅ b)T ⋅ (x− Z ⋅ b)

}
⇒ b =

(
ZTZ

)−1
Z ⋅ x

(14)

Further on, each coefficient is analysed statistically so
that only the significant coefficients bi are used to build
the regression model. The t-test (t-value is calculated
by eq. (7) with �0 = 0) proofs if an arbitrary coefficient
bi is indeed zero with a probability error less than a
user-defined significance level �.

3.4 Missing Data

The need to deal with missing data originates from a
relatively high missing rate (i.e. the number of missing
data in relation to the size of the database). For the sin-
gle questions Qobs∗j the missing rate reaches values up to

nearly 30%, for the overall matrix Qobs the missing rate
is approx. 8%. That missing rate is small enough (i.e.
under 15%) so that the interpretation is not affected [17].
Therefore, it seems to be more appropriate to estimate
the missing data instead of using case deletion. A de-
tailed overview about possible methods is given in [18].
The methods which can be used to impute missing data
depend on the type of missing data so that the observed
data should first be classified before applying any im-
putation technique. A classification of missing data is
described in [19], [20]. By means of the given database
Qobs the missingness operator R is defined that indicates
what is known and what is missing. The completed data
Y ⊆ Qcomp (assuming that the completed database is
known) is divided into the observed and missing data
Y =

{
Y obs, Y mis

}
, respectively. Accordingly, the miss-

ing data is defined as follows.

1. Missing completely at random (MCAR):
If the distribution of missingness R does not de-
pend on the observed Y obs or missing data Y mis,
then the reason for missing data is completely at
random. An example for that missingness would
be that a questionnaire is accidentally lost [21].

2. Missing at random (MAR):
If the distribution R does not depend on the miss-
ing values Y mis, then the data can be regarded to
be missing at random. That implies that the distri-
bution of missingness may depend on the observed
data. A typical example for that type of missing
data is skipping an answer in a questionnaire [17].

3. Missing not at random (MNAR):
If the distribution R depends on the missing data
Y mis, then the missing data are called missing not
at random. For the database Qobs, it could not be
observed any MNAR value. The questions within
the survey are chosen to be of general type not de-
pending on any personal mental state, helicopter
model, mission or similar property. Hence, the in-
cidence to skip a question should not correlate to
the answer itself (which is not known). Due to the
design of the questionnaire MNAR values cannot
occur.

Independent from that classification, case deletion which
is an older method can be used to deal with missing data.
Usually, one distinguishes between listwise and pairwise
deletion [18]. In either case, only a subset of the original
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database can be used. Therefore, information may be
lost and cannot be used for classification. To circumvent
this, further methods were developed helping to estimate
missing data. Using the assumption, that the database
Qobs is MAR as it is often the case for data originated
by questionnaires. For that class of missing data sev-
eral methods are known which estimate feasible values
for the skipped questions. In general, those methods
can be subdivided [17] into pre-replacing methods (i.e.
estimating the missing data before classification) and
embedded methods (i.e. estimating the missing values
during classification). In this paper pre-replacing meth-
ods are used so that a modular software architecture can
be maintained.
There are several pre-replacing methods known which
can be applied. The overview given in [18] presents
older methods (such as single imputation) and modern
methods (such as multiple imputation or maximum like-
lihood estimators). It also summarises their advantages
and disadvantages. Imputation, in general, means to
estimate missing data. Applying imputation techniques
to the database Qobs, which contains the observed data
together with some missing values, yield a completed
matrix Y ⊆ Qcomp. Based on the overview [18] it seems
to be reasonable to use multiple imputation techniques
to compute Y . Techniques of this kind use multiple
estimates to determine the missing value. Historically,
single imputation techniques were used a long time and
traditionally applied by statisticians to handle missing
data in questionnaires [18]. Therefore, in this paper not
only the favoured multiple imputation techniques but
also single imputation techniques are used. [22] proposes
the collateral missing value imputation (which is a mul-
tiple imputation technique) and compares the results to
known methods like the (old-fashioned) k-nearest neigh-
bour (KNN) imputation. Both methods are used in this
paper to compute Y . The third method which is applied
is an adapted KNN.
K-nearest neighbour (KNN). KNN [23] uses a sim-
ilarity metric S ∈ ℝp×p, p = pobs (e.g. reciprocal of the
euclidean distance, Pearson correlation eq. (5)) between
the desired object Qi∗ and all other objects Qj∗. That
means, a large value of the similarity metric sij represent
a high similarity between the i-th pilot and the j-th one.
Based on that matric, the k (k ∈ ℕ) most effective other
objects Qj∗ are selected. Finally, the missing value is
estimated using a weighted sum of the selected Qj∗. The
completed matrix Y depends on the parameters k and
the type of the similarity metric.
Adapted k-nearest neighbour (AKNN). Based on
the KNN imputation [23], this paper proposes to use an
adapted number of neighbours. If an arbitrary attribute
is missing for the i-th pilot, that attribute is estimated by
means of the closest other pilots. The j-th pilot is close
to the i-th one if ∣sij ∣ > Slimit. Therefore, the k-nearest
neighbours are determined depending on the limit Slimit.
If all sij (j = 1, . . . , p) are smaller than the defined limit,
no other pilot will be selected and, therefore, the missing
value cannot be calculated. To avoid that, the limit is
decreased by Slimit = sup (∣Si∗∣) − � (∣Si∗∣) so that the
missing value can be imputed. Compared to KNN [23],
AKNN is more sensitive against the most effective neigh-
bours but may need more computational resources.

Collateral missing value estimation (CMVE).
CMVE uses three estimates (�1, �2 and �3) to impute
the missing values. Based on a similarity matrix S, the
closest k objects are selected to represent the missing
value in the desired object. By means of least square re-
gression [24] the first estimate �1 is calculated, followed
by the two other estimates �2 and �3 using a nonnegative
least square algorithm [25]. Finally, all three estimates
are averaged to obtain the missing value. Details of this
approach are given in [22]. Anyway, this approach leaves
some parameters which have to be adjusted. These are
the type of the similarity metric (Pearson, Spearman,
Kendall and covariance) and the number k of the most
relevant objects.

3.5 Fuzzy Clustering

One aspect of the data analysis is to discover a re-
lation, similarity or structure in a set of data points
X = {x1, . . . , xn} ⊆ Qred. The idea of fuzzy cluster
analysis is to partition a given set of data points X into
clusters (like groups or classes). Within the scope of this
work, fuzzy cluster algorithms are used to classify the
extracted information out of the pilot questionnaire into
clusters. The clusters should have the following proper-
ties (see [8]):

• Homogeneity within the clusters, i.e. data points
that belong to the same cluster should be as similar
as possible.

• Heterogeneity between clusters, i.e. data points
that belong to different clusters should be as dif-
ferent as possible.

The optimal cluster partition V can be determined by the
minimisation of the objective function Jm. The num-
ber of clusters can be known or assigned during the
clustering. In this case, an additional function has to
be defined which reflects the quality of the number of
clusters. Though, in this work the number of clusters
is defined in advance. To analyse the extracted infor-
mation of the pilots three different fuzzy cluster algo-
rithms are applied. These methods are described briefly,
in the following. The basic concept of a cluster algo-
rithm and as an example the fuzzy-C-means-algorithm
(abbrev. FCM) is that each cluster is characterised by
a prototype vi ∈ ℝared ∧ vi ∈ V . The similarity of a
data point to a prototype is proportional to his member-
ship. For example, the membership is low if less or no
similarity exists. The prototype can also be interpreted
as the center of the cluster. The similarity of two data
points is defined as the distance between these points.
To compute this distance each vector norm of the ℝared
can be used (see [26]). The clustering of the data points
X is assigned by a c × n membership matrix where c is
the number of the cluster and n defines the data point:

U = [uik] with uik ∈ [0, 1] i = 1, . . . , c; k = 1, . . . , n

Therein, the matrix element uik is the membership of
the data point k to the cluster i. [26] defines that the
membership matrix has to fulfil the following two condi-
tions:
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1. The sum of each column of the matrix U has to be
equal 1. This means that:

∀k ∈ 1, . . . , n :

(
c∑
i=i

uik

)
= 1 (15)

This condition implies that if uik = 1 then the data
point k belongs only to cluster i. Accordingly, if
uik = 0 then the data point k does not belong to
the cluster i. If there are some matrix elements uik
which are unequal to 0 and 1 then the data point
has to be associated with more than one cluster.

2. The sum of each row of the matrix U has to be
greater than 1. This means that:

∀i ∈ 1, . . . , c :

(
n∑
k=i

uik

)
> 1 (16)

This condition implies that no empty cluster exists.

The objective function Jm [26] is defined as follows:

Jm(U, V,D) := Jm(U, v1, . . . , vc, D
(1), ..., D(c))

:=

n∑
k=1

c∑
i=1

umik ⋅ ∥xk − vi∥2D(i)

with m ∈ [1,∞)

(17)

Therein m denotes the fuzzifier that describes the rele-
vance of the membership and therefore decreases ”‘fuzzi-
ness”’ with increasing values of m. Furthermore, it can
be simplified that:

d2
ik = ∥xk − vi∥2D(i)

= (xk − vi)
T ⋅D(i) ⋅ (xk − vi)

(18)

and all D(i) are ared × ared symmetric and positive def-
inite matrix. It is obvious that the matrix D controls
the shape, size and density of the cluster. Furthermore,
the term ∥xk − vi∥2D(i) defines a norm. In the following

the matrix D(i) is always the unit matrix. The FCM uses
the euclidean norm to compute the distance between two
data points. Consequently, the clusters are spherical and
the objective function Jm simplifies to:

Jm(U, V ) := Jm(U, v1, . . . , vc)

:=

n∑
k=1

c∑
i=1

umik ⋅ d2
ik with m ∈ [1,∞)

with d2
ik = ∥xk − vi∥2 =

ared∑
j=1

(xkj − vij)2

(19)

This objective function computes the sum of the
quadratic distances between the data points xk and the
prototypes vi by using the euclidean norm. The factor
uik ensures that the distance d2

ik only influences Jm if
the data point xk belongs to the cluster i which is de-
fined by vi. The distances to the other prototypes is
not regarded by the summation because uik is equal to
zero. Based on the euclidean norm the clusters can be
represented as circles or spheres. To compute the pro-
totypes the objective function Jm has to be optimised
or rather minimised. Consequently, the prototypes have

to be specified so that the sum of the rating distances
between all data points X and all prototypes V is as
small as possible. The iteration can be derived from the
necessary condition of the minimisation of the objective
function Jm. [26] includes the derivation of this itera-
tion. The standard FCM algorithm can be described as
follows:

Define 2 ≤ c ≤ n and m = 2
Initialise prototypes V = {v1, . . . , vc}
Compute Unew as mentioned below

repeat
Set Uold := Unew

Update the prototypes vi:

vi =

n∑
k=1

um
ik⋅xk

n∑
k=1

um
ik

Update the distances dik:
d2
ik = ∥vi − xk∥2

Check d2
ik = 0:

I =
{
i ∈ {1, . . . , c}∣d2

ik = 0
}

Update Unew:
if I = ∅ then

uik = 1
c∑

j=1

(
d2
ik

d2
jk

)
else
∀i ∈ I : uik = 0
∀i ∕∈ I : uik = 1

card(I)

end if
until ∥Unew − Uold∥ < �

Figure 7 shows an example consisting of the data points
X which can be divided into two circular clusters and one
elliptical cluster (the black dashed line). The FCM tries
to minimise the distance between the prototypes V (red
points in figure 7) and the data points X (black points).
Based on the euclidean norm, the FCM finds only circu-
lar clusters (red circles). To detect other shaped clusters,
another vector norm than the euclidean norm has to be
used.

Figure 7: Cluster example

By replacing the euclidean norm by another norm, which
has to be defined as a positive definite, symmetric ma-
trix, the FCM algorithm can be enhanced so that el-
lipsoidal clusters can be found instead of only spherical
ones. However, the FCM algorithm is not suited for an
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automatic adaptation for each cluster. An algorithm de-
signed for this purpose was proposed by Gustafson and
Kessel (abbrev. GK, see [27] and [8]). Instead of the
FCM algorithm the GK algorithm uses a norm which is
based on a symmetric and positive definite matrix D like

∥y∥ :=
√
yDy. In each iteration step the matrix D has

to be modified, too. The relevant iteration is described
as follows:

D(i) =
√

detSi ⋅ S−1
i (20)

Thereby, Si is defined by:

Si =

n∑
k=1

umik ⋅
(
xk − vi

) (
xk − vi

)T
(21)

The computation of Si can be simplified if the matrix
Si is a diagonal matrix. Consequently, all clusters are
axis parallel. In general, the GK algorithm finds non-
spherical clusters corresponding better to the intuitive
partitions (see [8]). The third cluster algorithm which is
used to classify extracted information of the pilot ques-
tionnaire is the Gath and Geva algorithm (abbrev. GG,
see [28]). This algorithm is based on the assumption
that the data points X in each cluster are normal dis-
tributed. Therefore, it is possible to interprete the data
points X as a realisation of c ared-dimensional normal
distributions. Consequently, the positive definite matrix
D can be considered to be the inverse covariance matrix
and vi as expectation value of the i-th cluster. Accord-
ingly, [28] defines the distance between a prototype and
a data point as follows:

∥xk−vi∥2D(i) =
1

pi ⋅
√

detD(i)
⋅e

(xk−vi)
T ⋅D(i)⋅(xk−vi)

2 (22)

whereas pi means the a priori probability which is de-
fined as follows:

pi =

n∑
k=1

umik

c∑
j=1

n∑
k=1

uj,k

=
number of data points of cluster i

total number of data points

(23)

Within the scope of the pilot classification, the matrix
D(i) is a diagonal matrix:

D(i) =

⎛⎜⎜⎜⎜⎜⎝
d

(i)
1 0 . . . 0

0
. . .

. . .
...

...
. . .

. . . 0

0 . . . 0 d
(i)
ared

⎞⎟⎟⎟⎟⎟⎠
The shape, size and density of the cluster are defined
by the diagonal elements of the matrix D. The predef-
inition that the matrix D is always a diagonal matrix
assigns that all clusters are axis parallel. If D(i) = E
then the cluster i is circular. Otherwise the cluster i
is an ellipsoid. Thereby, the shape and the size of the
clusters can be varied specifically. The derivation of the
iteration of the i-th diagonal element is described in [28]

and is defined as:

d
(i)
j =

n∑
k=1

umik

n∑
k=1

uj,k ⋅ (xkj − vij)2
j = 1, . . . , ared (24)

The application of this formula results in axis parallel
ellipsoidal clusters.

Within the scope of pilot classification a data point is
the synopsis of the answers of an individual pilot. Con-
sequently, a cluster is the grouping of pilots with similar
attributes (or rather similar answers) and the prototypes
are representatives of these pilot classes.

3.6 Cost Functions

For data imputation as well as fuzzy clustering, several
methods are presented and applied to the observed data
Qobs and reduced data Qred ⊂ Qcomp, respectively. Fi-
nally, only one of the results is of interest (for data im-
putation it is Qcomp obtained from Qobs and for fuzzy
clustering it is V computed by Qred). To select the prob-
able best result, cost functions are used to evaluate each
result.
Cost Functions for Missing Data Analysis. Im-
putation of missing data is performed using three dif-
ferent approaches: KNN (k-nearest neighbours), AKNN
(adapted k-nearest neighbours) and CMVE (collateral
missing value imputation). Anyway, a completed matrix
Y ⊆ Qcomp is obtained and compared to the observed
data Qobs. To finally decide which result Y is best, the
following costs are used.
The observed attribute Qobs∗j as well as the imputed data
Y∗j are characterised by some mean value �. The differ-
ence between the two is expressed using the mean abso-
lute deviation (MAD, [29]) which is normalised to [0, 1]
by means of the min/max scaling eq. (9).

JMAD =

A∑
j=1

T01

(∣∣� (Qobs∗j
)
− � (Y∗j)

∣∣) (25)

Furthermore, the correlation coefficient between the pi-
lots should not change. For the observed and imputed
data that correlation is denoted by S(Q) ∈ ℝp×p and
S(Y ) ∈ ℝp×p with p = pobs, respectively. The correlation
absolute deviation (CAD, adopted from MAD) is then
calculated by:

JCAD =

p∑
i=1

p∑
j=1

∣∣∣S(Qobs)
ij − S(Y )

ij

∣∣∣ (26)

Furthermore, the distribution should be similar. Similar-
ity between two distributions can be measured using the
Kolmogorov-Smirnov test (see chapter 3.1). By means of
that test, the asymptotic p-value is calculated indicating
how similar the two distributions are. A high similar-
ity is expressed by a p-value near one. It is desired to
obtain similar distributions for the j-th attribute (Qobs∗j ,

Y∗j) and for the i-th pilot (Qobsi∗ , Yi∗). Comparing the
samples Qobs∗j and Y∗j yields p∗j and the similarity be-

tween Qobsi∗ and Yi∗ is expressed by pi∗. In terms of a
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cost function, these p-values are used so that:

JKS =

A∑
j=1

(1− p∗j) +

P∑
i=1

(1− pi∗) (27)

Cost Functions for Fuzzy Clustering. Clustering of
a set of data points X ⊆ Qred ⊂ ℝa with a = ared may
produce different results of the cluster prototypes. Since
different parameter settings for each method are used, a
set of possible cluster prototypes V and memberships U
are obtained. To further decide which result is best, cost
functions are used. For classification purposes, the stan-
dard deviation within each cluster � (X∗j ∣Vk) (assum-
ing that each pilot can be assigned to one of the c clus-
ters using the maximal degree of membership) should be
smaller than the standard deviation of the j-th attribute.
The respective cost function is denoted with JΔ� and is
adapted from the F-test (e.g. [30]). Small values indicate
heterogeneon cluster results and are therefore preferred.

JΔ� =

a∑
j=1

∑c
k=1 � (X∗j ∣Vk)

� (X∗j)
(28)

In addition, the degree of membership uij ⊂ U is rated
by means of the partition coefficient Ju (e.g. [8]). A high
value means that each pilot is assigned sharply to one
of the cluster prototypes. For path planning that is pre-
ferred ensuring that the classification is distinct enough.

Ju = 1− 1

p

p∑
i=1

c∑
j=1

u2
ij (29)

Finally, the cluster prototypes vij ⊂ V are rated. The
respective prototypes should be as dissimilar as possi-
ble so that a clear pilot classification can be obtained.
The respective cost function is based on the euclidean
distance whereby the prototype vij is min/max scaled
(based on inf(Q∗j), sup(Q∗j)) so that the distance is a
normalised measure.

dij =

√√√⎷ a∑
k=1

(T01(vik)− T01(vjk))
2

Jcenters = 1− 1

c2 − c
⋅
c∑
i=1

c∑
j=1

dij

(30)

4 Algorithm

The questionnaire consists of nominal, ordinal and ra-
tio data. The ratio data is used to form the observed
data Qobs with pobs = 68 pilots and aobs = 14 attributes
(detailed explanations follow in section 5). This data is
analysed following the flowchart in figure 8.
From the observed data Qobs, the replaced Qrep is cal-
culated. The reduction of the observed data is done by
analysing the data graphically using histograms and box-
plots. If the j-th attribute Qobs∗j is mainly characterised
by a single value, then the j-th attribute is described by
that value. Furthermore, regression (see section 3.3) is
used so that dependent attributes can be expressed using
the remaining attributes.
In addition, outliers are identified which are neglected

avoiding a distortion of the classification results. By
means of the FCM algorithm and an iteratively increased
number of clusters c (ranging up to c = 10), possible out-
liers are identified. Based on the standard deviation and
histogram for each attribute Qobs∗j , the final outliers are
determined manually.

Figure 8: Principle flowchart of the algorithm

As an intermediate result, the replaced set Qrep, which is
not taken into account for classification, is obtained. In
parallel, the observed data is imputed (see section 3.4)
so that a completed set Qcomp is available. The reduced
set of data points Qred = Qcomp ∖ Qrep with pred = 63
and ared = 7 is used for classification and generates the
desired cluster prototypes V characterised by c = 3 clus-
ters (detailed explanations follow in section 6).
As a first step towards a classification, the whole data of
the questionnaire concerning takeoff is analysed so that
the set Qobs can be build.

5 Data Preparation

The first kind of requirements collected (i.e. nominal and
ordinal data), are general ones referring to the type of
takeoff. The most important information is the type of
takeoff profile flown in pilots daily life and under which
conditions it is flown. For that purpose, four different
takeoff profiles were defined and shown to the pilots.

• normal takeoff (NTO)

• steep/vertical takeoff (VTO)

• maximum performance takeoff

• running/rolling takeoff

The pilot’s comments describe if and when they fly pro-
files of this kind. Furhter on, the question, if CAT A
procedures are used in daily life, is raised to gain an in-
sight on CAT A importance. The introductory part of
takeoff requirements closes with the importance of dif-
ferent phenomena like wind or obstacles for the choice
of takeoff profile. The pilots were asked to weight each
identified attribute as mentioned above in 2.1.
The second kind of requirements (i.e. ratio data) col-
lected are typical values like:

• normal takeoff states

• wind conditions

• rate of climb during takeoff

• vertical and lateral clearances
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The data of the second kind are used to build Qobs which
finally is characterised by pobs = 68 pilots and aobs = 14
attributes. In detail, the 14 attributes are defined by
the deviation to the normal takeoff states defined in the
flight manual which are:

• ΔHℎover: hover height

• ΔHTDP : height at the takeoff decision point
(TDP)

• ΔVTDP : TDP velocity

• ΔVclimb: climb velocity

The attributes are further defined by the clearances:

• Δl: lateral clearance

• Δvℎ: vertical clearance to humans

• Δvn: vertical clearance during climb of the normal
takeoff

• Δvv: vertical clearance for vertical takeoff

Additionally, there are:

• Vcw: crosswind

• Vtw: tailwind

• wnto,min and wnto,max: minmum and maximum
rate of climb for normal takeoff

• wvto,min and wvto,max: minmum and maximum
rate of climb for vertical takeoff

5.1 Statistical analysis

The statistical analysis is done to gain insight into which
takeoff profiles have to be used and which attributes have
to be included into the clustering. In general, data with
only little variance can be neglected for the clustering
since all the pilots questioned act in more or less the
same way. If the data show that most of the pilots
choose the same answer and only some differ strongly
(which may lead to high variance) the data is excluded
from clustering as well, because most pilots act in the
same way and it is highly improbable that there is a
relationship that could be covered by the clustering.
Nominal and ordinal data. As mentioned above,
four different takeoff profiles were defined. The answers
given by the pilots to the question: ”In what situation
do you use this profile”, are grouped and then plotted
as bar graphs. Each bar embodies the number of pilots
having chosen that answer. Multiple answers were pos-
sible but only some pilots used that opportunity. The
most important procedure is the normal takeoff. Most
of the pilots (43) tend to use this procedure whenever
possible. Only a few pilots limit the usage of the normal
takeoff to a clear heliport (13) or flat terrain (10). Since
pilots usually prefer flat landing sites and use heliports if
available, these two options can nearly be seen as equal
to the first notion. That way only six pilots do not use
the normal takeoff as preferred profile.
The steep or vertical takeoff is used by most of the pilots
(figure 9). More than 60 pilots choose this procedure to
escape from confined areas. It thereby is a very impor-
tant procedure.

Figure 9: Reasons to fly a steep or vertical takeoff

The third procedure is the maximum performance take-
off. The outcome is shown in figure 10. It can be seen,
that a third of the pilots never uses this kind of takeoff.

Figure 10: Reasons to fly a maximum performance
takeoff

The pilots use it to get out of confined areas mostly com-
bined with mission or environmental reasons. A small
group uses the procedure to avoid dust-out conditions in
desert areas. Most of the pilots’ comments indicate that
the steep or vertical takeoff can be used in the same sce-
narios. Some pilots stated, that the type of the confined
area is the major reason for selecting one of the take-
off profiles. If the obstacles have little height and cover
a large space, the maximum performance takeoff is pre-
ferred. In all other confined areas, the steep or vertical
takeoff is favoured. However, the number of pilots never
flying this takeoff profile, together with the fact that the
steep vertical takeoff can be used as substitution for the
maximum performance takeoff in many cases lead to the
conclusion, that the maximum performance takeoff is of
lesser importance most of the time and can thus be ne-
glected.
The remaining procedure, the running or rolling takeoff
seems to be much more common. It is mostly used if the
helicopter operates at the maximum takeoff weight or
the helicopter operates in states of limited performance.
Only a fourth of the pilots never uses this procedure.
Some pilots even use it on airports as an aircraft like
procedure. It has to be mentioned, that most helicopters
covered in the survey are skid equipped and thus can not
perform real rolling takeoffs which was the reason for the
decision against the procedure of some pilots. The usage
leads to the conclusion that the procedure is of impor-
tance in some cases but not one of the most important
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profiles.
The results to the question whether the pilots use CAT
A procedures in their daily work is shown in figure 11.

Figure 11: Reasons to fly a CAT A takeoff

It can be seen that there are two main groups. One group
that never uses CAT A procedures and one group that
uses them whenever possible. The first group mainly
consisted of pilots whose mission profiles excludes the
usage of CAT A procedures or whose standard operating
procedures (SOP) do not use the term CAT A but de-
fine CAT A like procedures. The pilots who apply CAT
A procedures (if that is possible) do that because they
have a strong feeling of safety using these procedures
or because the SOP’s demand the usage. Some Pilots
favour CAT A procedures only in special situations like
in confined areas or on elevated helipads. The overall
result shows, that CAT A or CAT A like procedures are
of great importance.
Hence the important takeoff profiles are identified, the
next step is to determine the most effective attributes
influencing the takeoff procedure. In the next step the
pilots gave values of importance for different attributes.
The results are shown in figure 12. The boxplot shows
the median (red lines) together with a box containing
the middle 50% of the data (the upper and lower in-
terquartile range (IQR)). The upper and lower whiskers
show the highest datum still inside a border of 3 times
the IQR and the lower respectively. Datums outside 3
times the IQR are outliers marked as circles.

Figure 12: Boxplot of the importance distribution for
selected takeoff influence parameter

The parameter with high positive values have a great
significance for the pilots, whereas high negative values

represent unimportant parameters. The first two boxes
represent wind speed and wind angle. It can be seen, that
the plots are identical because most of the pilots rated
the two as equally important as overall wind. A compar-
ison to the other attributes shows, that the wind has an
utmost influence on the takeoff planning (if only the me-
dian is regarded). The median is at 2 and the whiskers
of the two wind criteria are the shortest resembling little
scatter. The second most important parameters are the
takeoff weight (TOW) and obstacles in the takeoff area.
These two parameters have a median of 2 just like the
wind but the whiskers show that the values given by the
pilots scatter over a wider range.
The next two parameters with similar influence are
weather (including ceiling) and mission. Those two are
rated with a median of 1. As it can be seen, the IQR
is only defined upward and thus the 0 ratings are out-
liers. The reason for this behaviour is the small scatter
of the data. Even little scatter can be observed in the
ratings for environmental (env.) issues like terrain and
soil and emergency landing (ldg.) places in the takeoff
path. Both have a median of 1 and IQR’s of 0. There
are no ratings below 1 and only some ratings equal 2.
Visibility is rated with a median of 1 whereat some rat-
ings of -2 are also present but covered by the whiskers.
Outliers for the visibility are depicted by the circle at
rating 2. Noise prevention is of indifferent importance
with a median of 0.5 and a lowest rating of 0 and a high-
est rating of 2. Lastly, the ratings for time pressure and
initial heading show a median of -1 with a minimum rat-
ing of -2 and a maximum rating of 2 for the time pressure
and 1 for initial heading.
It can be seen, that parameters like the initial heading
and time pressure with their small influence on the take-
off can be neglected for the classification. On the other
hand, attributes like wind (combined as wind speed and
wind angle) or obstacles have to be considered.
Ratio data. In the following standard values for the
normal takeoff are analysed regarding their scatter be-
tween pilots and the need to cluster those values. There-
fore the answers from the pilots are compared to the
flight manual data. Figure 13 shows the differences be-
tween the speed during climb Vclimb compared to VY
as the typical climb speed taken from the flight manual
ΔVclimb = Vclimb − VY .

Figure 13: Differences ΔVclimb between speed flown
during climb Vclimb and typical climb speed VY taken

from the flight manual

It can be seen, that most pilots climb at a speed of VY or
with only one knot difference to it. Only one pilot flies
considerably slower then VY but some fly up to 10 knots
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faster. Although some of the pilots show differing be-
haviour compared to the flight manual the overall scatter
is low enough and the differences in the values flown are
so small, that the parameter speed flown during climb
does not have to be considered for the clustering.
The second attribute analysed in this way is the hover
height Hℎover. It can be seen in figure 14 that even more
pilots cling to the flight manual advisory (HFM

ℎover) and
hover at the given height.

Figure 14: Differences ΔHℎover between hover height
Hℎover used and flight manual advisory HFM

ℎover

Those pilots showing different heights mainly fly only
some feet higher. Only one pilot differs considerably
from the flight manual value flying 25ft higher. This
data point, however, refers to a pilot flying with slung
load so that the higher hover height is mission related
and does not reflect any liking of this pilot. This leads to
the conclusion, that the hover height given in the flight
manual HFM

ℎover can be taken without any further adap-
tations meaning that the hover height does not have to
be included in the clustering.
The two cases presented above are exemplary for the
group of attributes that are defined in the flight manual.
Other attributes are height and speed at the takeoff de-
cision point (ΔHTDP and ΔVTDP ). Those are mostly
accepted by the pilots and are therefore not considered
by the clustering.
In the following, crosswind Vcw and vertical clearances
during normal takeoff Δvn are presented. The maximum
accepted crosswind Vcw is shown in figure 15. The data
show clearly, that there is no explicit favorite for the pi-
lots. The helicopter model has, except for the maxima,
no visible influence on the accepted crosswind either and
thus crosswind has to be considered in the clustering.

Figure 15: Distribution of the maximum accepted
crosswind Vcw during takeoff

The last parameter examined here is the minimum ac-
cepted vertical clearance Δvn which pilots prefer when

passing an obstacle during takeoff. The results are de-
picted in figure 16.

Figure 16: Distribution of the minimum accepted
vertical clearance Δvn during takeoff

It can be seen, that there is a strong scatter of the data.
The lowest value is at a clearance of 5 feet and the high-
est value is at 330 feet (not depicted in the diagram for
better readability). Furthermore there is a group of pi-
lots in the area around 30-40 feet and distinct peaks at
10, 50, 100 and 200 feet. The accumulation of single
bars at specific values is originated by the difficulty to
name a clearance and to estimate distances during flight.
Nevertheless, the strong scatter shows, that there is no
single clearance chosen by a broad majority of pilots and
the spectrum between lowest and highest value shows,
that no clearance can be determined that would satisfy
all pilots. Thus the parameter has to be included in the
clustering. After analysing the data regarding the dis-
tribution of values the next step is to detect dependent
attributes.

5.2 Identifying dependent attributes

The Pearson correlation coefficient is calculated (see
chapter 3.3) in order to select attributes which might
be used to describe a dependent attribute. Based on
that analysis, three attributes were selected. These are
the vertical clearance to humans Δvℎ and the maximum
rate of climb for normal takeoff wnto,max together with
vertical takeoff wvto,max.
A few pilots stated, that the vertical clearance to hu-
mans can be smaller than to obstacles. In all cases that
is originated by the typical mission scenario. For ex-
ample a military pilot might have a small clearance to
the troops who will duck in case the helicopter makes a
flyover. For security purposes, the database is modified
so that the clearance to humans is at least the vertical
clearance to obstacles. The dependent attributes are de-
scribed as follows:

Δ̃vℎ = f (Δvn,Δvv)

w̃nto,max = f (wnto,min, wvto,min,Δvn)

w̃vto,max = f (wvto,min)

(31)

Therein Δ̃vℎ denotes the estimated vertical clearance to
humans which might depend on the vertical clearances
Δvn and Δvv. The estimate of the maximum rate of
climb which is typically accepted w̃nto,max depends on
the minimum rate of climb wnto,min, wvto,min and on
the vertical clearance for normal takeoff Δvn. The third
equation describes that the estimate of the maximum
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rate of climb for vertical takeoff w̃vto,max is calculated
based on the minimum one wvto,min.
By means of that relationship the dependent attributes
are determined using the polynomial function of eq. (13)
in conjunction with standardisation eq. (10). Since the
regression cannot handle missing data, case deletion (see
chapter 3.4) is applied to obtain a complete set of data.
For each x̃i, the polynomial function (determined by
means of Lier’s regression [16]) is calculated and the
respective results are compared to the values given in
the database. The error for maximum rate of climb dur-
ing normal takeoff is shown in figure 17. The negative
values inside the histogram indicate that the regression
underestimates the observed values. As it can be seen in
figure 17, the observed rate of climb wnto,max cannot be
calculated for each pilot correctly. The standard devia-
tion is approximately 350ft/min.

Figure 17: Error of w̃nto,max, i.e. w̃nto,max − wnto,max

Pilots who allow a wide spread of rate of climb (that is
a low minimum wnto,min together with a high maximum
wnto,max) are covered worse by the regression. The dif-
ference Δw,nto = wnto,max − wnto,min is large for a
few pilots (see figure 18).

Figure 18: Difference Δw,nto = wnto,max − wnto,min
within the observed data Qobs

Unfortunately, that difference does not correlate to any
other attribute and is therefore not covered by regres-
sion. Hence, a high difference Δw,nto allowed by the
pilot is underestimated. Coming back to path planning,
only a small gap between the upper and lower bound
is allowed. Therefore, the path planning algorithm will
produce more conservative flight paths.
The other two attributes are estimated more accurately.
The respective equations together with their standard
deviation are given in the following. As described in
chapter 3.3, not each attribute has necessarily to be used
to calculate x̃i. Thus, some attributes in eq. (31) with a

high correlation coefficient are not used for regression.

Δ̃vℎ =47.1074 + 2.4137Δvv − 0.09Δ2
vv

+ 0.001Δ3
vv

�
(

Δ̃vℎ −Δvℎ

)
∼= 35m

w̃nto,max =4.15 + 0.44wvto,min − 0.03Δvn

� (w̃nto,max − wnto,max) ∼= 350ft/min

w̃vto,max =0.40 + 1.22wvto,min − 0.06w2
vto,min

+ 0.003w3
vto,min

� (w̃vto,max − wvto,max) ∼= 130ft/min

(32)

Finally, the replaced set of data points Qrep is defined
by these three attributes and, in addition, by the normal
takeoff states (see section 5.1), so that:

Qrep = {ΔHℎover,ΔHTDP ,ΔVTDP ,ΔVclimb,

Δvℎ, wnto,max, wvto,max} .

5.3 Estimating missing values

Missing values reduce the database which can be clas-
sified. Therefore, the missing data within Qobs is im-
puted which gives Y ⊆ Qcomp. Independent from the
method used, the attributes Qobs∗j are scaled (see chapter
3.2) using standardisation (see eq. (10)) and Yeo-Johnson
transformation (see eq. (11)). The scaled matrix is used
to impute the data. Finally, the scaling is inverted to
obtain a completed matrix Qcomp that is represented by
the original units. This simplifies the comparison and
the evaluation of the cost functions presented in chapter
3.6.
The detailed adjustments for the KNN, AKNN and
CMVE are as follows. The number of neighbours k for
KNN and CMVE are chosen to be k = 5, 7, 10, 12. The
choice follows the recommendation from [31] which pro-
poses to use k = 10 for KNN. For CMVE, k ≈ 10 is sug-
gested in [22]. Therefore, some values around k = 10 are
selected. The similarity metric S for KNN is euclidean
distance and the Pearson correlation coefficient. For
CMVE, S is characterised by the covariance, the Pearson
correlation and the Spearman correlation. For AKNN,
the parameter setting for the limit is Slimit = 0.4, 0.6, 0.8
and the similarity metric S is either Pearson, Spearman
or an average of both. This approach results in sev-
eral possible imputed matrices Y . Then, the best Y
is selected applying the cost functions described in sec-
tion 3.6. Each cost function JMAD, JCAD and JKS is
analysed independently from one another. Hence, the
best method on dependence on the cost function used
can be selected. In figure 19, the cost function values are
shown; for each method only the best (normalised) cost
function value is plotted.
As it can be seen, CMVE is not necessarily best for that
database which is somewhat surprising because multi-
ple imputation should perform better than single impu-
tation. However, single imputation performs very well
for the database. KNN has its main disadvantages in
JMAD - the mean value is overestimated but results in
nearly the same correlation coefficients (small JCAD).
AKNN has good overall cost function values, especially
the distribution within each attribute and object is little
changed (small KKS).
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Figure 19: Cost function values of the missing data

The best parameter setting for each method varies so
that no general statement depending on the cost func-
tion value can be made. Therefore, an overall result is
calculated. The normalised sum over all cost function
values is used to select the best result for each method.
The according parameter settings are:

• KNN: scaling of Qobs with standardisation, sim-
ilarity metric S equals euclidean distance, k = 5
neighbours

• AKNN: scaling of Qobs with standardisation,
similarity metric S equals Pearson correlation,
Slimit = 0.8

• CMVE: scaling of Qobs with standardisation, sim-
ilarity metric S equals Pearson correlation, k = 7
neighbours

These results are compared with one another by means
of boxplots. In figure 20 the attribute wvto,min is used
as an exemplary result.

Figure 20: Exemplary result of imputation for the rate
of climb used for NTO

For all imputation methods the distribution of the ob-
served attributes is changed (descriptor ”‘original”’ cor-
responds to the observed attributes). For the depicted
rate of climb, the missing rate is nearly 30% so that
this change is not really surpising. The comparison
of the box’s and whisker’s location for all methods to
the observed data clearly shows that AKNN does not
change the distribution that much (compared to KNN
and CMVE). However, the overall boxplots show that a
good estimation of the missing data could be achieved
even with CMVE. Based on that analysis, the resulting
matrix Qcomp is taken from the best AKNN imputation.

6 Results of Classification

For classification, the reduced matrix X ⊆ Qred is used
which consists of pred = 63 pilots and is described by
ared = 7 attributes which are:

• clearances: lateral Δl, vertical for NTO Δvnand
vertical for VTO Δvv

• wind: crosswind Vcw, tailwind Vtw

• rate of climb: for NTO wnto,min and VTO wvto,min

For classification, the three fuzzy cluster algorithms
(c-means FCM, Gustafson Kessel GK, Gath Geva GG)
are used. Each of them uses a scaling (see chapter 3.2)
of Qred. In detail, min/max scaling eq. (9), standardis-
ation eq. (10) and Yeo-Johnson transformation are used
for each method. The number of clusters c is set to c = 3
which is chosen based on homogeneity and heterogeneity
(see section 3.5). However, a couple of possible parame-
ters remains. To decide which algorithm is best, GG and
GK are executed 50-times with different starting condi-
tions. That should avoid, that local minima are exam-
ined. Each result is assessed using the cost functions de-
scribed in section 3.6. The best normalised cost function
value of each method is plotted in figure 21. As it can
be seen, the GG algorithm as well as the GK work best.
The normalised cost function values of FCM are slightly
greater than those of the other two algorithms. The rat-
ing JΔsigma indicates that GK produces cluster results
which consist of smaller standard deviations compared
to the original ones. The good rating of Ju for GK is
caused by a sharply clustered result. In comparison, GG
produces a more fuzzy membership function U without
being too fuzzy like the FCM. Articulated cluster proto-
types (i.e. centers) are computed by GG and FCM (see
Jcenters). That means that each attribute is clustered in
up to three clusters so that each attribute is classified by
up to three different values.

Figure 21: Cost function values used for classification

In general, it can be observed that GG as well as GK
suite best with standardised input matrices Qred. The
FCM algorithm suites best with Yeo-Johnson trans-
formation and min/max scaling. The finally selected
method is GG with the standardised input matrix Qred

due to the good results in Jcenters and the slighlty fuzzy
member ship Ju.
The classification results form a set of requirements used
for takeoff planning. In general, the classification con-
sists of three clusters. Each of them has at least 5 pilots
as it is shown in figure 22.
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Figure 22: Classification results

The first cluster consists of relatively high values for the
clearances, and low ones for the wind conditions and rate
of climb. Since the accepted wind conditions are low, the
cluster is labelled comfortable takeoff. The second clus-
ter has small clearances and high accepted wind condi-
tions and prefers a high rate of climb. Since small clear-
ances are allowed and the crosswind does not narrow the
takeoff direction, that cluster is labelled shortest path
takeoff. Finally, the third cluster is described by accept-
able wind conditions together with moderate clearances.
Therefore, the third cluster is labelled economic takeoff.
This general classification is taken from boxplots which
clearly show the distribution of the data within each
cluster. To assign a specified cluster to each pilot, the
maximum degree of membership is used. Consequently,
the cluster information is distorted and the advantage
of fuzzy clustering is replaced by the disadvantage of
sharply classified data. However, this assignment is cho-
sen to represent the results graphically. The results are
presented exemplarily only for one of the general char-
acteristics.
The vertical clearance to obstacles for normal takeoff
Δvn is depicted in figure 23.

Figure 23: Vertical clearance to obstacles for normal
takeoff Δvn

Therein, cluster one and two share the same domain of
values, except that the location of the boxes differ. The
box of cluster one consists of smaller values than the
box of cluster three. Based on the boxs’ and medians’
locations, cluster one can be referred to be moderate.
The median of both boxes (approx. 15m and 30m) dif-
fer strongly so that the classification for cluster one and
three is distinct enough. Most pilots of cluster 2 are char-
acterised by small clearances. The depicted box of clus-
ter two overlaps with the box of cluster one. Again, the
median of cluster two is dissimilar to the one of cluster
one. The overall classification for the vertical clearance

during climb is therefore distinct enough, to distinguish
between the majority of pilots. That includes, that not
necessarily each pilot can be distinguished by just look-
ing at the clearance Δvn. The accepted crosswind Vcw
is plotted in figure 24. Therein, the values reach from
2m/s to 25m/s which is mainly originated from different
mission profiles (EC135 flown within a military or civil
scenario) and also caused by different helicopter model
(like Tiger, EC135). However, the cluster methods do
not tend to cluster these high values in a single clus-
ter. Again, the boxes of cluster one and three overlap
one another. The median as well as the location of the
box clearly indicates, that cluster one accepts smaller
crosswind. The description of each cluster follows the
labelling of figure 22.

Figure 24: Maximum accepted crosswind Vcw

The boxplot of the rate of climb for VTO wvto,min is
shown in figure 25. Here, the clustering results are more
articulated as for the vertical clearance Δvn. But again,
the boxes of cluster one and three overlap one another
Cluster three allows a more spreaded distribution to
higher values. Based on the locations of the boxes, the
clusters can be labelled. That finally gives the labels
depicted in figure 22.

Figure 25: Rate of climb for vertical takeoff wvto,min

Based on this analysis, the label of each cluster can be
obtained. The results presented above show, that there
is always some overlapping in single attributes. Maybe
there were not enough helicopter pilots who took part so
far. But it seems to be more likely, that each helicopter
pilot has his own strategy in performing the takeoff. So
far helicopter flight is not regulated that much so that it
is not really surprising that the data consists of a wide va-
riety of possible attribute combinations. To circumvent
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this, each pilot has a membership function indicating
the individual relationship to each cluster. In frame of
the analysation of typical takeoff procedures, fuzzy clus-
tering is the method chosen to handle the highly non-
standardised variability of the respective requirements.

7 Summary and Conclusions

This paper motivates the idea of pilot-dependent flight
path planning. Based on a survey (interview style) which
was performed in 2009/2010, it was observed that for
takeoff a wide variety of answers can be obtained. Based
on these answers, requirements for takeoff planning were
extracted. In general, the underlying path planning al-
gorithm should consist of at least normal takeoff and
vertical takeoff. In addition, both takeoff procedures
should be designed allowing CAT A procedures. Further-
more, it was observed that the most influencing variables
are wind, obstacles, weather, takeoff weight and mission.
Thus, at least a subset of these requirements should be
regarded.
In this paper, the values of the normal takeoff are com-
pared to flight manual values. The data clearly show that
most of the pilots rely on flight manual values which are
therefore used for path planning. For the other data,
not given by the flight manual or by standard operating
procedures, a cluster analysis was performed.
Before applying any cluster analysis to the database, the
dependent attributes were excluded from that database
and described by regression which is based on a nonlinear
polynomial function. The fuzzy cluster methods used re-
quire a complete database. Therefore, the missing data
was imputed to obtain a completed matrix. Finally, the
cluster analysis yields 3 different prototypes which were
described linguistically based on the corresponding box-
plots. That results in three takeoff classes which are
described to be either comfortable, economic or short.
The respective values for each cluster are shared with
the path planning algorithm which computes flight paths
depending on these requirements.
In future work, the computed flight paths will be eval-
uated by helicopter pilots. By means of their rating,
the prevailing linguistic description of each cluster will
be flight-tested. Within these flight tests, the helicopter
pilot will be able to activate a single cluster and, if nec-
essary, tune the parameters within that cluster. Further-
more, the database for enroute will also be analysed and
flight-tested.
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