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Abstract: The task of creating a mathematical helicopter dynamic model is very important while 
designing new flying machines and improving the existing ones. Both number and experimental 
models are widely used in this case. The artificial neural nets (ANN) usage to form mathematical 
models of flying machines’ characteristics while designing has proved to be a rather worth-while 
trend, a properly set neural network requiring little calculating resources. While the information 
necessary to set a network may be based on data acquired earlier during the study of similar 
machines, and may be enriched in the course of designing. 
 
This research includes the study of using artificial neural networks to create mathematical 
models of a helicopter dynamics based on the flight experiment data. Flight test data processing 
and creating on this basis rotorcraft’s mathematical model characteristics is a rather involved 
process due to a large dimension of variables which has to be taken into consideration while 
creating the model. Using ANN to solve such problems is very convenient as the networks easily 
endure the task dimension increase, they do not demand that the data be sorted beforehand, allow 
to effectively process large amounts of experiment information and find out what data is missing. 
 
As a data set for setting network coefficients and a test of helicopter dynamic models calculated 
on this basis the records of two helicopter Ka-226 flight tests with a total length of about 80 
minutes were used. This data was used to set a series of neural networks that allow calculating a 
helicopter’s trajectory and its angular position in accordance with a control device position. The 
research includes the evaluation of calculated trajectory parameters in comparison with the flight 
test data. 
 
This work also deals with using artificial neural networks to calculate the law of piloting a 
helicopter according to a given trajectory.  
 
On the basis of a suggested method helicopter’s balance characteristics were calculated and 
compared with real balance characteristics. 



 
INTRODUCTION 
 
Nowadays artificial neural nets are successfully applied to solve a wide range of problems 
concerning rotorcraft dynamics and aerodynamics. [1-4]. Minimal computing requirements make 
it possible to use them at on-board calculating complexes while creating modern rotorcraft 
control systems. This work deals with creating a mathematical model of helicopter dynamics on 
the basis of test flight results. 
 
1. PROBLEM STATEMENT 
 
The rotorcraft trajectory can be defined with the following system of equations: 
 

where   is a flight parameters vector;
controlling vector.
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Within the traditional approach this system of equations is either solved with applying the set 
controlling or defined by the rotorcraft control (considering the restrictions), which (the control) 
ensures the set rotorcraft trajectory. Matrix A and B coefficients are defined within aerodynamic 
experiments and calculations. 
 
A neural net “learned” with the flight (wind-tunnel) experiment of flight simulator modelling is 
applied to solve similar tasks. In this case there is no need in defining the equations that describe 
the object dynamics and the same approach is used to define both the rotorcraft trajectory and the 
controlling that would ensure the set trajectory. The general scheme of applying neural nets to 
solve dynamic problems is shown in Fig 1a). 
 
 
 
 
 
 
 
 
 
 
 
                                  a)                                                                          b) 
                                                                   Figure 1. 
 
 
A learned artificial net is given a vector containing the object description and controlling 
parameters during previous time steps, and the output vector contains the object parameters 
during the next time step. This vector may again be given to the net, and we get the parameters 
for the time step (t+1). It must be said that a learned net is a function with a large number of 
parameters (weight coefficients) and requires very little computing resources. 
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While training a neural network forming a set of patterns becomes the cornerstone, as the 
training set quality and quantity ensures the solution of the problem. For the existing rotorcrafts 
the simplest method of forming a set of patterns is using the flight tests data. This practically 
means forming a mathematical model of a real rotorcraft. 
 
While defining the control parameters to ensure the set object trajectory the following scheme of 
neural net using is applied, see Fig. 1b. In this case the input vectors are vectors defining the 
trajectory parameters during the current X(t), previous X(t-1), X(t-2)… and following X(t+1), 
X(t+2), X(t+n) time moments (the set trajectory) and controlling parameters within the previous 
step U(t-1), U(t-2), and the output vector is the one of control parameters U(t) during the time 
moment t. The number of time steps is defined by the controlling system delay.  
 
2. MAKING THE MODEL BASED ON KA-226 FLIGHT TEST DATA  
 
The research to model the helicopter Ka-226 trajectory is given here as an example of this 
method application. The set of patterns for learning the neural nets was formed with the help of 2 
helicopter transmitters records with a total time of ~5000 seconds. The data was recorded with a 
regular time interval of 0.125 seconds. 
 
The vector of flight parameters contained the following variables: 
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The control parameters vector contained the following variables (the position of control devices):  
 

( , , , )B H KU X X X ϕ=
r

 
, , the position of control devices
the collective pitch of rotor angle
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While using the neural net to solve flight equations (Fig. 1) the input vectors were 

1 2 3 1 2 3, , , , ,t t t t t tX X X U U U− − − − − −

r r r r r r
 within three previous time steps, Δt=0.125c, and the output 

vector then was tX
r

 
 
For learning and testing the neural net all the set of patterns was divided into two parts: the 
learning set (about 75%) which was used to adjust the net coefficients and the testing set used to 
check the approximation accuracy.  
 
The results after comparing flight parameters and the ones calculated with the help of a neural 
net (solid – flight results, dash – neural net) for a typical 30-second flight are shown in Fig. 2 
 



Figure 2, a) angle of yawing, b) angle of pitch, c) angle of rolling, d) indicator velocity, 
solid – flight results, dash - ANN 

 
The scheme of applying ANN to define control parameters within the set trajectory parameters is 
shown in Fig. 1 b). The results of comparing real data with the data calculated by an ANN are 
shown in Fig. 3. The comparison was made on a basis of a flight interval (from the 400th to the 
430th second) chosen at random. 
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Figure. 3, a) - Хв, b) - Хн, c) – Хк 
solid – flight results 

dash - ANN 



3. INTEGRATING THE FLIGHT TRAJECTORY WITH THE HELP OF A NEURAL 
NET 
 
The task of applying neural nets to integrate flight equations at set control parameters is 
discussed in this chapter. The trajectory piloting is known (the flight experiment data), the basic 
and required within previous time steps flight parameters are known (from flight results), then 
we are able to define new flight parameters and turn them into input vectors. At the next 
integrating stages we use the trajectory parameters calculated by a neural net, and thus calculated 
flight trajectory is compared with the real (flight results) trajectory.  
 
To solve this problem neural nets were learned to approximate each of the following flight 
parameters: 

• pitching, rolling and course angles 
• indicator velocity 
• pitch rates 
• course angle 
• geometrical height  

Further on the ANNs were used to calculate the trajectories with the help of the foregoing 
algorithm. In Fig. 4 we can see the results of research for a flight interval: blue lines stand for 
flight results, red ones stand for the ANN.  

Fig. 4, a) yawing angle, b) angle of pitch, c) angle of rolling, d) Vind (km/h) 
solid – flight results, dash – ANN 

 
It can be seen that an accurate coinciding lies at the integrating with neural nets up to 2-4 
seconds, further on the data becomes inexact as the integrating errors accumulate.  
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4. DEFINING BALANCING CHARACTERISTICS 
 
In this chapter balancing characteristics are defined on the basis of calculated mathematical 
models of helicopter dynamics. To define them it was necessary to solve the problem of 
minimizing the following functional I. In fact the task was to define such controlling and stage 
variables vectors at which during the next time moment stage variables vector would stay the 
same. 

2= ( ( + ) - ( ))I X t t X tΔ
r r

 
 
In this process of defining the stage vector at time moment (t+Δt) neural net approximating the 
corresponding variables were used. 
 
The functional was minimized only in case a part of stage variables was set. The results of 
defining balancing characteristics at different flight angles with a set speed of 120 km/h are 
shown in Fig. 5. For convenience, the points stand for the data calculated with traditional 
methods, when defining the balancing characteristics included special flight regimes.  

Figure 5, dependence of balance results on a) rolling angle, b) angle of pictch, c) Хн, d) – Хк on 
the yawing angle; points – flight, lines – ANN 
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CONCLUSION 
 
This article dwells on the possibility of applying ANNs to form a mathematical model of a 
rotorcraft dynamics using the flight test results on the example of two recorded Ka-226 flights. 
The accuracy of the calculated model was defined. Also it states that this approach may be 
applied to define balancing characteristics of a helicopter based on flight test results without 
special regimes of flight. 
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