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ABSTRACT:

Asynchronous Architectures with dissimilar redundancy can be employed in
Fault-tolerant applicatlons to 1improve system’s insensitivity to common-mode
fajilures - due to fiaws i1n H/W or S/W - caused by the temporal patterns of the
inputs from the outside world.

A& problem related to asynchronous Architectures is the synchronization of all
changes 1n the system’s operational modes, caused by discrete events that are
sampled by each computational node asynchrohously with respect to the other
nodes and to the input transition itself.

The proposed algorithm, based on a concept of "Retrospective Agreement®
{agreement amonhg al: the valid nodes on the recognition of a pattern of a given
duration in the input stream) achieves the best compromise Dbetween fast
response and noise and phase insensitivity, the latter being complete in terms
of "ail or none" mode change, and flexible to accommodate redundancy management
and variable noise filtering effect.

The only assumptions are that all nodes in the system have the same basic frame
cycle and are connected to each other for limited information exchange.

The need for tota! agreement could prevent synchronization from occurring if
one of the nodes fails only with respect to a particular piece of data, no
failures being detected by Built-in Test. The algorithm, though, can be applied
to the disagreement condition, achleving synchronized isolation of the faulty
node and subsequent reconfiguration.

True independent operation in the computational nodes may then be Kept, taking
full advantage of the Asynchronous Architecture, while ensuring positive and
quasi-synchronized mode iransitions throughout the whole system.

INTRODUCTION

Hodern technology for Guidance Systems in Aircraft and Missiles is nowadays
trying to meet ihe ever-growing demand for performance, together with extensive
Fault-tolerance and operational safety characterisiics, particularly in
Helicoptier Stability Augmentation Systems with high authority .

Disiributed computing permits to achieve considera ble performances, allowing
to 1mplement multiple redundancies, as well as cross-monitoring and related
fault management policies, resulting in a high degree of Fault-tolerance.

The use of multiple redundancy has brought forward the major issues of Common
Mode Failures, capable to defeat the System.

The availability of several microprocessor families with comparable computing
power gilves now the opportunity to incorporate dissimilarity in the redundancy
and monitoring scheme.

Commen Mode Failures net covered by dissimilarity are those caused by partlc-
tlar input data values, ylelding wrong results, due to flaws in the Hardware or
in Seftware.  Since any computing system 1is basically a sampled-data system,
thig may happen in all nodes i1f all nodes are sampling data exactly at the same
instant, 1. 1Y the system 1S synchronous.



Ta oaverceme this, Asynchronous Disiributed Architectures have heen developed,
where the nodes are deliberately out of phase by a random percentage of the
hazic  <yele rate {(frame) that remains hawever the same for all nodes
{tsochrenysm) to Keep the system to a manageable complexity.

This approach makes the chances that the flaw shows up 1n all nodes negligible,
and the Svystem Design 15 forced towards loosely-coupied Architectures, effec-
tive In fault-propagation preventiecn, characterized by the absence of c¢ritical
common Hardware, in charge of providing all nodes with synchronizing signals.

The use of distributed Architectures brings in problems, the most obvious of
which, and certainly neot +the least significant is that the processgors, or ,
more generatly, the computing nodes, wiil have to communicate with each other
to permit both synergy and cross-cnecking.

It 18 actually essential for the System to ensure that different nodes do not
generate contrasting commands or messages or taKe decisions in opposite direc-
tions.

SYNCHRONISATION {or Equalisation): the Analogue Case

Synchronization (or consolidation , or equalization) of a single analogue datum
starting from signals coming from multiple asynchronous sources is a well Known
topic.

Several techniques, such as Median Selection, plain or weighted Averaging,
ARIMA processes or combinations of the above have been developed , are contin-
uously being refined, and are widely used to calculate in each asynchronous
node a single datum that 1s sufficlently similar to that calculated in any
other node.

These techniques can be easily made f{or are intrinsically) insensitive to the
faiture of any single nede |, incorporating faulty node datum isolation, and in
general guarantee that the output datum , for each node, is constantly
drifting, more or less smoothly, towards a datum that 1is continuously cal-
culated , according to the technique used, as an appropriate *average" of all
valid input signals; this 1mplies they are intrinsically robust and safe.

Furthermore, 1n multiple sampled-data systems, the difference in the sampled
values 1n any node pair cannot exceed an upper bound, rigorously determined by
the signal’s slew rate and the worst-case delay in sampling from one hode to
another. In general, though, this upper bound is significant when the system (s
sampling data with a Dbasic cyc¢le that is so slow to be comparable with
Shannon’s Theorem’s minimum rate; in practical systems a basic cycle faster
than that at least by an order of magnitude 1is the rule

SYNCHRONIZATION {or Consolidation}: The Discrete Case

Treating signals with boolean values obviously prevents the use of technigues
such as averaging or filters. Actually, considering the signals in continuous
time, the technmiques used for analogue signals are capable to converge, if the
signals show a steady state of sufficient duration, but the algorithm output,
with a final threshold to obtain again a boolean, ylelds unacceptable transient
differences, causing a subset of nodes to consoiidate a Dboolean opposite to the
¢ther nodes.

Anotnher diffjculty is that, treating bdooleans coming from asSYNChTronous sources
in the boolean domaln, no upper dound can be established that limits the
difference in ouiput from one node to the others. The instantaneous difference
in the output from any two nodes can be either OX or 1004 and the only type of
error upper limit that can be determined 1is in terms of phase and duration of
the output inequality.



Inegquallty can be caused 1n fact by various mechanisms:

- Tne sampling process applied to discretes causes the foliowing:
Fulses sheorter than a full basic ¢y¢le ¢an remain undetected 1n a
subset of the nodes,
Every sampied level 15 siretched in duratlen to an integer number
of basic cycles {frames).

- D1fferent phase In sampling causes the following
sampling of opposite levels on transition boundary
Internode communications appear with additional delay at each node
Any 1lnput pulse may be measured with a i-frame duration difference
in any node pair.
Votihg and threshold mechanisms of any Kind {fail to consolidate
conslstently 1in  all nodes.

A typical example showing voting techniques inadequacy for this case follows:
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It Dbecomes evident that 1f a pulse of duration 1/27<A@E/4T staris
Just before the start of the absclute frame, it will be directly sampled by
C1,C2 and C3, but not by C4. But CL.C3 transmit their sample to each other and
to C4 before C4 samples 1ts inputs. The result is that €1 and C2 will not
satisfy the algorithm condition for agreement, while €3 and C4 will, even if
C4, for 1nstance, taKes its decision in c¢ontrast with 1ts own sampled value

Threshold techniques fall as well, since they are basically voting on the event
of a certain time belng elapsed wilth certain conditions, and time measurements
can differ by one frame, causing the threshold to be exceeded only in a subset
0f the nodes 1n the asynchronous case.

SYRCHRGHIZATION OF HODES: The nature of the Problem

The major problem 1n multinodal systems 1s that of synchronization of operatio-
nal mode changes L1n conseguence of events of discrete nature: external
switches, reaching o¢f thresholds, timeouts ,etc. In synchronous systems
typically equipped with a "data input interrupt”, all nodes are sampling data
at the same 1nstant, and thus differences may only be due to malfunctions.
Transmission of samples from one node to others is synchronized as well, and
the transmission delay 15 a Known constant, in absolute terms. Appropriate
algerithms guarantes discrete signals consolidation 1n a minimum number of
frames, simuitanecusly 1n all nodes.

In Asynchronous multinedal systems this holds no longer. The problem changes
from tlie selectien of an algorithm that conselidates the output in the minimum
number of framss to the unse of an algorithm that allows consolidation at alb



In most such systems, discrete events are 1n fact the Key data on which dec:i-
siona are made about the coperatienal mode the whole system should assume.
Examplés are Manoeuvre Mode, Att:itude Hold, Trim, Trim Synchronization,
Automatic transitions, and so on. Note how a mode change of this sort causes in
most ¢ases a re-i1nitialization ¢f long-term datums 1n the system’s Control
Pawz, and from this peoint of view 3 transition Rias long memory, or "latchesg®
in other cases a true latchlng process 18 effectlvely required.

This means ihat, for each nede c¢onsolidating a transition, the foilowing proce-
55ing 15 altered.

This makez a Synchronized £{onzelidation of the mode transition compulsory,
putting time response at a lower priority. The need is in fact to ensure that
the whole system changes its operational mode in the same way, or does npt
change mode at all. In other words, the priority 1s to achleve system’s consis-

tency at all times.

Systems wlih multiple cross-checKing redundancies are particularly critical in
this respect, since even temporary inconsistencies leading to different opera-
tlonal medes i1n different nodes can cause the checks to detect failures (that
actually do not exist] that wiil generate cut-out commands, This occurs for
certain when the decision result is latched in a subset of the nodes.

To overcome this, the only alternative to a proper synchronizing algoerithm is
to decrease the cross-checking sensitivity, causing a reduction in error detec-
tion time response and redundancy management performances, that is not accepta-
ble in most cases.

A TYPICAL ASYHNCHRONOUS ARCHITECTURE

Let us now consider a typical architecture with multiple asynchronous sampling
and computing nodes.

Consider H computing nodes, Ci.CH, able SaPLERS %ﬂu
to communicate +to each other and recei-

ving data from the outside world via H 51 ~
sampling nodes, S1..SH, able to provide C1

fresh data to Cit.CN with a frequency

higher than the basic frame T of the

System (equal 1n period for all (] &2 p—
nodes). -': CE
Let us assume that (S] refresh the data
to [C] 1n "broadcast" mode, 1.e. that 8 b

data i1s available to any node 1n [C} at
the same 1nstant. Communlcailons between
the nodes are assumed ‘“broadcast® as .
well, and each node 18 able 10 transmit ° @ ¢

data also to ltself. Internodal communi-
catlon must Dbe such to guarantee com-
piete transfer of relevant data from Ci LT i s - CN
to € 1n much less than a frame time

Iy

T.

Each C1 will freeze, at the beginning of each of its frames, and for the entire
frame duration, the whole set of input data, consisting of

- data from (8
- data from the other nodes
- data from 1tself

and the "staleness” of any of these data 13 ¢ T
Hote how, from the point of view 0f the computing nodes {C}, the input data can

be considered simply a set of ayternal asyncnronous data, and as such the
presence of the samplers (S} will Dbe ignored 1n the following.



THE ARCHITECTURE MODEL AND THE ALGORITHM REQUIREMENTS

Zince each €1 1s a sampler with sampling rate T, the phase relation between
Ct and €] 1s the only relevant figure. It 15 always possible, without less of
generality, to rename the members of [C] so that C{ is the node receiving first
the new value of a certain plece of data, and all other nodes C2.CN sample the
same data 1n seguence, with CH sampling with a deiay A with respect to Ci,
“where DizACr

Note .however, that it 1s important to consider the timing of internodal com-
munlcatlon, since these repeat with a period T and thus have an effgct gt
the sampling rate. The 1lsochronism of such communication and the sampling in
a!l nodes , even 1f the transmission bursts are out of phase, is the Key to a
simple solution to the synchronization problem.

The worst case of asynchronism may, in virtue of the possibility to renumber
the nodes, be simulated by an even temporal distribution of nodes over the
period T, with the first node synchronous with an absolute sampler of
period - T, without losing generality, since sampling maKes a phase delay of
T/N 1dentical to any other phase delay in the range [0.T)

The case of two or more nodes in synchronism is simpler than the case ahove,
and 1s anyway covered by the proposed method .

The analysis of the problem with multiple trials in several directions and
bearing i1n mind the constraints imposed by the reai-time nature of the systems,
has generated the following requirements for a mode synchronization algorithm:

- 1ndependent operation: the algorithm must be the same in all nodes and
must be executed 1ndependently at the same point in each node’s basic
cycle T.

- lnsensitlvity to nolse: the algorithm must guarantee a synchronized
response in the whole system , even in the presence of fast and randem
transients 1n the 1nputs,

- quasi-synchronization on cutput: all the nodes must synchronize +the
transition with a maximum difference between each other shorter than
T.

- robustness: 1t must be 1mpossible for any one node to ignore a transi-
tion synchronized by other nodes.

- recenflgurabllity: the algorithm must Ye easily extendable to include
features liKe error detection and faulty node masking.

- efficiency: the communications load between nodes, being the system
strictly connected, must be reduced to the minimum. Additionally, since
tnhe algorithm must be executed every frame in all nodes, it must be
computationally efficlent, and must allow a substantial parallelism in
mputs and outputs.

- time response: the Dbasic algorithm must have the minimum time response
to a signal going to a steady state condition that ensure the require-
ments above to be met. It must, however, be easily extendable to filter
out transients shorter than an arbitrary duration.



DESCRIPTION OF THE ALGORITHM
The propesed algorlthm :s based on a most intultive consideratiom:

If the System 135 cempnsed of asynchroncous samplers and none ¢f the nodes
wnows 1ts phase relatishship with the others, the esingle node 1s not able
to conclude about an agreement among al! nodes, i1n any selected 1nstant

1¥ however we conslder all the discrete signals coming from all nodes in
the system as continuous signals in the time reference of a single node,
and a time window 15 examlned with a suffictent duration (integer number
of frames) 1n the 1mmediate past, every node is able te¢ compare the
pattern of a signal, for all nodes, as it has evolved in time.

The comparlson between all the temporal images of the same signal as seen
by all the nodes allows to define a concept of "retrospective agreement",
that means: 1f an agreement cannot be sure for the current sample, it may
be possible in the past, 1f the paiterns in the past are close enough for
a sufficient duration.

The algorithm 1s more precisely defined as follows:
Given +that:

{ All nodes are sampling all inputs and execute the algorithm every frame
of duration T

2 Each node communicates to all nodes in the system (including itself)
the value of the direct inpuis as sampled DY it within a 4time «7 {from
the sampling instant.

3 Every node applies the algorithm to the images coming from ihe other
nodes and from 1tself (the latter read during the previous iframe (see
notej). ’

Then the result 1s calculated as follows:

» Chosen a window of N frames, 1f the pattierns received from ALL nodes
show a common level of the signal 1n at least H-1 consecutive frames, then
the result i1s made equal to the common level.

* If nene of the two logic levels satisfies this condition, the logic
value of the result remains equal to the one at the previcus frame.

NOTE : This last clause Ls not mandatory , since a difference of a full frame
15 1nessentlal, but 1s useful to make the following discussion simpler.

From the clauses § and 2 we can say that:

a) the maximum duration difference for any of the transmitted signals, as
sampled by a neode reading the communication data, is limited to one frame,
source 16 source, since the isocthronism of the samplers iimits the Adiffe-
rences only ic phase effects.

B} for the same reasons, the maximum difference, in terms of temporal
pesition of the patterns, is one frame.

The algorithm will then certa:nly consider agreed all signals with a steady
state duration > (N-f)r T , and will behave as an absolute filter for all
s1gnals with steady state duration < (H-2) T.

For slgnals with a steady state duration within the limits above,the result
depends on the phase relation between the nodes, bui vields the same resuit in



alt nodes, ndependently, wiih a difference 1n the result phase and duratien
Fetwesn 3Ny twe nodes limited to one frame.

Thne fuil agreement required by the algorithm automatically limits the pattern
steady-state duratlon to the minimum recognilzed 1in any one nede.

Eelative to the signals from the other sources, thls minimum sighal 1s elther
1 phase or aut of phase by one frame, and anyway always in the same sense,
since oitherwise the worst case phase shift between any two nodes would he 2
frames, contradicting bl

The fact that the patterns have to be recognized within a time window that 1is
one frame longer than the pattern target length accommodates for hoth duration
and phase differences , and guarantees that the event of recognizing the
agreement happens (with a +tolerance of one frame in adksolute time) 1n all
nodes.

The differences between results among the nodes 1n terms of resulting pulse
duration and phase can be easily explained in an absolute time reference.

The algorithm has in fact been conceived 1n absolute terms, since the sighal
relations are more evident and remailn undistorted by the sampling in a partic-
ular node.

Let us consider a simple example consisting of # completely asynchronous nodes,
Ct.C4 , equally distributed , in phase, on the frame T. (Hote that this is
also a worst case for synchronization).

The signals retransmitted by each node after sampling are shown. The effect of
sampling 1s evident, stretching the transmitted sighals to integer multiples of
T. The effect of phase relations 1s als¢o evident, both on sampled values
and on the phase of retransmission. ’

In continuous terms, 1t appears clear
how the conditlons a) and b) are satis-
fied, but 1nteresting 1s the wvirtual
signal that identifies , 1n the contin-

uous time, the £ull agreement Dbetween FRAME (o)

all four nodes. This slgnal 1s the tem- —=jee.wapfa—

poral inter section of the signals tran- —

smitted by 2all nodes, and as such 1s

unique {in the continuous time ) and 15

shorter thah or egqual to any of the tran mPuT ' 1

smitted signals, 1 trasa. i, 1
2 traon. [ ]

If this s1gnal comprises N-1 contiguous & traem.

sampling 1nstants for any node, then ALL ——

nodes wll! recog nilze an N-1 frames O ‘roem

pattern in ali signals in an N-frame OREEMENT | M—1

window.

In fact the full agreement signal starts cr reswr | I

synchro nously with the sample of the €2 REELLT | S—1

latest node , C4 , and ., to contain H-{ 3 RESILT - —

samples for 1%, must »e of duration —

greater than (N-2x T . G4 RENLLT

But, since thls signal 1s the temporal 4 ) $ ) § 4 4
intersection of all transmitted sig-
nals, this means that ALL these
S1gnals have a duration greater than (N-
27T and ., since the signals come
from sampling, their duration cannot be
but an 1integer multiple of 7, and so
must ke at least (H-i)xT.

Fienolute Frome Reforence

This 1mplies that at least H-1 contiguous samples are present in all the
Fatterns, and , since the phase relatlon 1s limited within one frame, the
Patterns are reécegnized within an N-frame window in ALL nodes.

On ihe contrary, 1f no node exists for which the full agreement signal com-
ger M-l zamplss, thls means ihat at least for one node +the transmitted

i rothan N-U frames, le, N-2 frames or less, and noe node will be
an H-: frame patfern 1n all signals within the window.




This rechnique oan be applied to both logle levels independently, and for

N < 3 the mutual exclusion of agreement on the two levals js intrinsically
graranteed, and so no ambiguities are possible.

When no agreement can be reached on either level, i.e. during fast transitions
of the nput. or 1n response to short pulses, the algerithm does noi change the
result from that obtained at the previous frame. This decision may be c¢ongi-
dered questlonable, but, alse in the light of examples, and considering that in
a sampled data system short pulses may be lost due to its npature anyway, seems
the most sensible approach; obviously, the result will have t¢ be properly
initialized at startup, and the =ignals history as well, to obtain a consistent
steady state.

The following logic network depicts this algorithm for N : 3 , workKing on both
legic levels, with 4 asynchronous nodes.

RESULT
|
C ce €3 c4
3-STAGE 3-STAGE 3-STAGE 3-5TAGE
FIFO FIFO FIFO FIFO

Note that result retention in case of no agreement has been implemented in the
simplest way, tylng the two agreement signals to the inputs of a S/R FlUp-Flop.
Since the two agreement signals are mutually exclusive and the lack of agree-
ment does not alter the Flip-Flop status, its output G is the desired result,



TayLT MATKING EXTENEION

m a redundant system. 1t 1s common practice io 1mplement complex Bullt-in Test
Fupctlena, capable to isolate malfunctioning hodes. The algerithm can be exten-
ded te incerporate a "masking® of faulty nodes’ data, simply forcing the pat-
tern recognitlon signals foer such nodes to thelr active state, before the final
full agreement gate, as shown 1n the figure,

l—-—S 2]

—
s
Ct ce C3 C4
UALIDITY WLIDITY vaLIDITY UALIDITY

The agreement 1s then dependent only on the signals coming from the working
nodes, since the agreement of faulty nodes is forced unconditionally.

ERROE DETECTION AND ISOLATION CAPABILITIES

This algorlthm can be ertended to 1include two forms of error detection and
management: faulty node data iseclation and failsafe operation.

- Fauylty node data jselation.

Apparently, this algorithm , although safe, can lead t¢o a stuck system only
because a single fatled node remalns 1n disagreement with the others.

This condition, however, 1f the actual input discretes are not in continued
transition, can e synchronlzed as any other boolean among all nodes, or at
least among ail working nodes,

If the fajlure of a noede 15 such to deeply alter its functions, the Built-in
Test Functiens will 1solate that node within reasonable time. If instead the
faliure is more subtle, llke reading a single discrete in a stuck level in that
node, the agreement among all nodes (possibly excluding the suspect node), on
“the fact that that node has Dbeen in disagreement with all others for a suffi-
clent period of time, guarantees that the set of working nodes synchronously
decides to exclude 1%, and, 1f the suspect node 15 able to run the algorithm,
1t 1s able to decide, 1ndependently and synchronously, to shut itself down

- Failsafe operation.

In the case when common mode errors affect all nodes of one type, and no
majority agreement 1s reachable, 1t i3 Thowever always possidble to reach an
agreement on an unressived situation timed out, and on this Ddasis to force the
result to a3 failsafe tevel 1n zll working nodes. This condition must latch and
APPropriate messages must be zent to the outside world.



ETEICIENCY IN CASE QF MULTIPLE DISCRETE INFUTE

Singe the algorithm 15 based only on logical operations on bitg stored 1k
memory, and Ssilhce the majerity of processing units 1s able to operate simulta-
neously on ail the bits 1n an arithmetic unit’s register, 1f the history of
$ignals Dbelonging to the same <¢lass, l.e. with same N-frame window, 15 Kept in
memory with all blts "packed" in words , it 15 possidble t¢o apply the algorithm
on the entire word, obtalning a werd result and reducing execution time by a
factor equal to the number ¢f discretes processed in parallel

The masking operations may be done in parallel , as well as fault isolation and
reversion to failsafe resuld,

CONCLUSIONS

Asynchronous redundant architectures have long been regarded as risky, in terms
of possible artifacts occurring due t¢ their nature and diificull te antici-
pate, 1n particular in management of boolean entities. This algorithm is
believed to relieve much of these concerns and to allow such architectures to
fully expleit their capabliities, with a reasonable price in terms of computa-
tional loading.

Asynchronous loosely coupled architectures, including simpler and cheaper
hardware configuration, no hardware weak points, independent processing, lower
chance of common mode failures and overall benefits in terms of cost and
reliability , can be employed Wlthout the deterrent of extensive communication
needs to solve synchronization issues.
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