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Abstract 
With shipboard launch and recovery operations remaining a challenge, there is a continuing emphasis to 
determine pilot assist functions in order to reduce pilot workload arising from handling the effects of ship air 
wake turbulence, random ship motion and degraded visuals associated with this task. This paper is an 
extension to previous work which investigated the use of Model Predictive Path Integral (MPPI) approach, a 
stochastic optimal control method, for trajectory guidance during shipboard landing. With the objective of 
developing a real-time guidance solution, this paper focuses on understanding the effect of the performance 
measure and parameters associated with the method by using a linear model for prediction and a nonlinear 
model as a representation of the actual vehicle. First, in continuation with an earlier paper, a simple study is 
conducted by including yaw attitude constraint during shipboard landing using a six degrees-of-freedom linear 
model of the helicopter in the MPPI method. Next, a test is conducted where a linear model is used in the 
MPPI algorithm to predict the helicopter behavior for the entire landing with a nonlinear model serving as the 
truth model. Lastly, the effect of prediction window on MPPI performance is investigated. The paper concludes 
with key observations and inferences gained in this study. 
 
 
 
1. NOTATION 

A State matrix 

B  Control or Input matrix 

C Output matrix 

F Weighting function 

J Performance measure or index 

M Number of random control vectors or 
trajectories 

p Body roll rate (rad/s) 
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Q Error weighting matrix 

q Body pitch rate (rad/s) 

R Control weighting matrix 

r Body yaw rate (rad/s) 

t Time (s) 

u Control input vector (percent) 

ub Helicopter body velocity along body x-axis 
(ft/s) 

um Initial guess for control input 

vb Helicopter body velocity along body y-axis 
(ft/s) 

wb Helicopter body velocity along body z-axis 
(ft/s) 

X Inertial position in inertial x-axis (ft) 

Y Inertial position in inertial y-axis (ft) 

Z Inertial position in inertial z-axis (ft) 

Δ Discrete step (time) 

δa Lateral cyclic input (percent) 

δb Longitudinal cyclic input (percent) 

δc Collective input (percent) 

δp Pedal input (percent) 
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ϕ Roll attitude (rad) 

θ Pitch attitude (rad) 

ψ Yaw attitude (rad) 

σ Standard deviation 

 Time constant (s) 

 

Subscripts 

f Final (time) 

h Physical quantity associated with the 
helicopter/vehicle 

i Trajectory or random control element 
number 

j Current time instant 

ref Reference 

s Physical quantity associated with the ship 

T Terminal 

win Window 

0 Initial (time) 

 

2. INTRODUCTION 

Rotorcraft shipboard landing is one of the most 
challenging and training intensive helicopter 
operations. In order to ensure a smooth touch 
down, pilot must continuously observe the ship 
motion while adjusting control inputs. Helicopter 
shipboard landing operations involve significant 
caution in order to account for random deck 
motions, turbulence effects due to airflow through 
the ship’s superstructure, and degraded visual 
environments due to weather conditions and time 
of the day. Furthermore, during shipboard landing 
operations, vehicle limits in terms of power margin, 
control authority, attitude constraints, etc., may be 
encountered while trying to maintain zero relative 
velocity with the ship deck. This could lead to pilot 
fatigue and extended task time since the pilot 
typically waits for a quiescent period to land on the 
ship deck. 
 
Multiple studies have been carried out to develop 
controllers which involve ship deck motion 
prediction algorithms and ship air wake turbulence 
models. References 1 through 4 have performed 
non-real-time simulations of shipboard operations 
with workload estimated using pilot models. Vision-
based control has been tested in Refs. 5 through 8. 
Flight controllers for ship approach and landing 
have been presented in Refs. 9 and 10. Another 
suitable strategy has been to provide trajectory 

guidance to the pilot during the task. Ref. 11 
presents objective functions for optimal path 
guidance for shipboard landing. 
 
Model predictive control (MPC) methods have 
been a promising solution to provide pilot assist 
function, but with limited success. The caveat is 
their dependence on explicit optimization. Since 
the inclusion of ship deck motions and air wake 
effects make the problem stochastic, this limits the 
capability of MPC methods to provide a 
computationally efficient solution for real time 
application unless solution fidelity is compromised. 
 
Model Predictive Path Integral (MPPI) approach 
(Ref. 12) is based on stochastic optimal control 
framework and provides solutions through implicit 
optimization. It leverages the parallelization 
technique in computation, thus making it a suitable 
computational scheme for real time guidance. 
 
A preliminary study on the application of MPPI 
approach to rotorcraft shipboard landing task has 
been carried out in Ref. 13. The current paper is an 
extension of the study conducted in Ref. 13. The 
focus of the paper is to understand the impact of 
incorporating yaw attitude constraint in the 
objective function of the optimization problem. 
Since the overarching goal of this work involves 
real time guidance, a high-fidelity nonlinear model 
has been introduced to represent the actual vehicle 
while a linear 6-DOF model is used to predict 
vehicle behavior. Lastly, a brief sensitivity analysis 
has been done to understand the effect of the 
prediction horizon on the vehicle response and 
terminal errors. 
 

3. MPPI METHOD FOR TRAJECTORY 
OPTIMIZATION 

3.1. Method Summary 

Reference 13 provides a detailed overview of the 
methodology of MPPI as applied to the shipboard 
landing task. To summarize, the MPPI approach 
evaluates an appropriate control based on a 
chosen performance measure using an onboard 
model of the vehicle dynamics for response 
prediction. Several sample control vectors are 
constructed as random perturbations about an 
initial estimate. 

(1) 𝑢𝑖 =  𝑢𝑚 + 𝑑𝑢𝑖 ,     𝑖 = 1 𝑡𝑜 𝑀 

A chosen performance index is evaluated for each 
sample trajectory resulting from the sample control 
vectors. The updated control vector is obtained as 
shown below (Eq. 2). 
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(2) 𝑢𝑝 =  𝑢𝑚 +
1

𝑀
∑ (𝑑𝑢𝑖)𝑒−𝐽𝑖𝑀

𝑖=1  

The exponential weighting allows the control 
update to be heavily biased towards trajectories 
with lower cost values and implicitly forces the 
control vector towards the optimal solution. 

 

3.2. Ship deck Motion Model 

The ship motion model used in this study is 
representative of a destroyer type ship such as the 
DDG-51. The US Navy Office of Naval Research 
(ONR), Naval Surface Warfare Center Carderock 
Division (NSWCCD) provided the statistical data 
required to generate the ship motion in the x-, y- 
and z-axes. Ship motion in the z-axis (heave 
motion) is generated from random acceleration 
with mean and standard deviation of the selected 
sea state for the DDG-51 ship. The ship’s forward 
velocity is maintained at 19.8 knots (33.5 ft/s) for all 
the sea states. Surge and sway motions are 
randomly generated with the standard deviation for 

the selected sea state. The representation is 
shown in Table 1. In comparison to Ref. 13, the 
ship’s forward velocity is kept at a constant for all 
sea states for the current study. 

 

3.3. MPPI using a Linear Helicopter Model 

Reference 13 presented the results for a proof-of-
concept study using MPPI approach for trajectory 
guidance in shipboard landing using a linear 
helicopter model as the prediction model as well as 
the truth model. The performance measure chosen 
was a quadratic penalty function which included 
cost terms for penalizing deviations in following a 
reference trajectory and for minimizing control 
effort. The study also presented the results for two 
cases of optimization – shrinking horizon method 
and receding horizon method, where the former 
involves vehicle response prediction from current 
time instant ti up to the final time tf, while the latter 
involves vehicle response prediction from the 
current time instant ti up to a chosen time window 
into the future ti + twin. The discrete time step for the 
simulations was Δt = 0.1 s. 
 

3.3.1. Introduction of Yaw Attitude Constraint 

 
The proof-of-concept study conducted in Ref. 13, 
without any yaw attitude constraints in the 
performance index, resulted in large terminal errors 
in the yaw attitude. The current study attempts to 
rectify the same by introducing a yaw constraint in 
the performance measure to observe the effect on 
the overall performance. This paper will focus on 
results from the receding horizon optimization 
method alone. This is because the shrinking 
horizon method is satisfactory only as long as the 
prediction from onboard model is accurate and is 
similar to the truth model. However, for actual 
application, the truth model would be the actual 
helicopter which would be different from the 
onboard model. Hence, by adopting the receding 
horizon method, the loss of fidelity and increased 
computational cost can be avoided. The details of 
the receding horizon method for optimization has 
been presented in Ref. 13. For this study, the 
prediction window has been set to twin = 2 sec. 
 
Using a linear helicopter model as a representation 
of the vehicle, two cases of ship landing are 
considered – A) without any lateral offset, i.e. the 
helicopter is lined up with the course of the ship, 
and B) with lateral offset, where the helicopter 
approaches the ship from the port side. The landing 
is completed with a fixed time of 40 seconds for 
both cases. A sketch of Case A landing is shown in 
Fig. 1. The landing phase considered in this part of 
the study is as follows: At the start time (t0), the 

Table 1. DDG-51 Combatant ship representative 
motion statistics, heave as dominant motion. 

 Sea State 

 Low Medium High 

H
o

ri
z
o

n
ta

l 
V

e
lo

c
it

y
 

(f
t/

s
e
c
) 

 

RMS 0.18 0.36 0.73 

Mean 8.1 33.5 50.0 

Max/ 
Min 

8.8/ 
7.5 

34.5/32.0 
51.7/ 
46.1 

L
a
te

ra
l 

V
e

lo
c
it

y
 

(f
t/

s
e
c
) 

RMS 0.74 0.89 1.76 

Mean 0.0 0.0 0.0 

Max/ 
Min 

2.5/ 
-2.1 

3.2/-3.4 
6.3/ 
-5.6 

V
e
rt

ic
a
l 
A

c
c

e
le

ra
ti

o
n

 

(f
t/

s
e
c

2
) 

RMS 1.14 2.43 5.13 

Mean 0.0 0.0 0.0 

Max/ 
Min 

3.5/ 
-4.2 

8.3/-8.6 
16.8/ 
-19.2 
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vehicle is in level flight with a speed of 40 knots 
(67.5 ft/s) and its location at 100 ft above and 1100 
ft behind the ship deck. The ship is moving at a 
constant speed of 19.8 knots (33.5 ft/s). The total 
landing time (tf-t0) is 40 s. Figure 2 shows the 
sketch of Case B landing. In this case, the vehicle 
begins landing from the port side of the ship with a 
550 ft lateral offset. 
 
The truth model and the onboard model for 
prediction are the same linearized model of the UH-
60 helicopter obtained from FLIGHTLAB®, a high-
fidelity industry-standard tool for rotorcraft flight 
dynamics modelling and analysis (Ref. 14). The 
vehicle is trimmed in forward flight at 40 knots (67.5 
ft/s) airspeed and the corresponding linear model 
obtained is of the form 

(3) 𝑥̇ = 𝐴𝑥 + 𝐵𝑢 

where 𝑥 is the vector of helicopter states (body 

axes) and 𝑢 is the control inputs vector. 

 

Figure 1. Symmetric landing phase (zero lateral offset) 
[13]. 

 
Since the MPPI approach requires an initial control 
profile, the initial estimate for this study is obtained 
from optimal control theory. The performance 
measure is similar to the earlier study with an 
additional reference yaw angle trajectory (Eq. 4). 

(4) 𝐽 =  
1

2
∫ [(𝑧 − 𝐶𝑥)𝑇𝑄(𝑧 − 𝐶𝑥) + 𝑢𝑇𝑅𝑢]𝑑𝑡

𝑡𝑓

𝑡0
 

where 𝑥 and 𝑢 represent the states and control 
inputs of the model. z represents the reference 
trajectory (position, velocity and yaw angle) to be 
followed in the inertial coordinates and C 
represents the matrix for obtaining the 
corresponding inertial quantities from the state 
vector 𝑥. Q is the weighting matrix for error 
between the desired and actual vehicle response 
and R is the weighting matrix for control effort. For 
this trajectory following problem, the control law is 
based on linear state feedback to follow a desired 
output as elaborated in Ref. 15. 

 

Figure 2. Landing phase with lateral offset [13]. 

The reference trajectories are generated using a 
point mass vehicle represented in the form of a first 
order acceleration model (Eq. 5) from solving the 
boundary value problem for a fixed terminal ship 
deck by minimizing vehicle accelerations. 

(5) [
𝑧̇
𝑤̇
𝑎̇

] = [

0 1 0
0 0 1

0 0 −
1

𝜏

] [
𝑧
𝑤
𝑎

] + [

0
0
𝑎𝑐

𝜏

] 

This model represents the dynamics along the 

vertical axis alone, where  (set to 1s in this study) 
is the time constant of an assumed trajectory 
controller with command acceleration as input. 
Similar models are used for representing motion 
along the remaining longitudinal and lateral axes. 
For the yaw angle reference trajectory, the 
reference velocity trajectories were used to 
determine the yawing required for zero sideslip, 
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particularly for the lateral offset approach. Thus, 
the reference trajectories (generated 
independently for all the axes) for inertial positions 
and velocities, and yaw angle are obtained and 
used to calculate the optimal control profile which 
serves as the initial value for the control vector 
required in the MPPI approach. 
 
With an initial estimate for the control vector in 
MPPI thus obtained, the same performance 
measure as shown in Eq. 4 augmented with 
terminal cost terms (see Eqs. 6 and 7) is selected 
for arriving at the helicopter controls during landing, 
using the optimal trajectories obtained with the 
point mass model as reference. Note that the 
terminal cost term shown in Eq. 8 includes the 
random deck motions (heave, surge and sway). 
The number of random control vectors or 
trajectories is maintained at M = 100 with a time 
step of ∆𝑡 = 0.1 s. The random control perturbations 
are kept at 10% for the longitudinal controls and at 
1% for the lateral controls. This was done to ensure 
lower lateral errors. Since the linear model is 
coupled in the X, Y, and Z axes, the entire MPPI 
evaluation is done together for all degrees of 
freedom. Trajectories which yielded terminal 
position and velocity errors more than 5 ft and 3 ft/s 
in all three axes, and terminal yaw angle errors 
more than 5 degrees simultaneously were rejected. 
Note that this specific rejection criterion used, 
where trajectories with terminal errors outside the 
selected bounds in one or two axes would be 
allowed, could result in a degraded MPPI solution. 
This aspect on how to devise a more robust 
rejection criterion will be addressed in the future. 
 
The truth as well as onboard models have the state 
and control vectors 
𝑥
= [𝑋 𝑌 𝑍 𝜑 𝜃 𝜓 𝑢𝑏 𝑣𝑏 𝑤𝑏 𝑝 𝑞 𝑟]𝑇 

and 𝑢 = [𝛿𝑏 𝛿𝑎 𝛿𝑝 𝛿𝑐]𝑇 respectively, with the 
reference trajectory vector as 

𝑧 = [𝑈𝑟𝑒𝑓 𝑉𝑟𝑒𝑓 𝑊𝑟𝑒𝑓 𝑋𝑟𝑒𝑓 𝑌𝑟𝑒𝑓 𝑍𝑟𝑒𝑓 𝜓𝑟𝑒𝑓]𝑇 

The performance measure tested for MPPI 
approach in the receding horizon optimization 
method is 

(6) 𝐽𝑖 =  
1

2
∫ [(𝑧 − 𝐶𝑥)𝑇𝑄(𝑧 − 𝐶𝑥) +

𝑡𝑗 + 𝑡𝑤𝑖𝑛

𝑡𝑗

𝑢𝑇𝑅𝑢]𝑑𝑡 ,               𝑤ℎ𝑒𝑛 𝑡𝑗  +  𝑡𝑤𝑖𝑛 <  𝑡𝑓 

(7) 𝐽𝑖 =  
1

2
∫ [(𝑧 − 𝐶𝑥)𝑇𝑄(𝑧 − 𝐶𝑥) +

𝑡𝑓

𝑡𝑗

𝑢𝑇𝑅𝑢]𝑑𝑡 + 𝐹 [(𝐶𝑥(𝑡𝑓) −

𝑧𝑠(𝑡𝑓))
𝑇

𝑄𝑇 (𝐶𝑥(𝑡𝑓) −

𝑧𝑠(𝑡𝑓))] ,    𝑤ℎ𝑒𝑛 𝑡𝑗  +  𝑡𝑤𝑖𝑛 =  𝑡𝑓 

where 
𝑧𝑠 = [𝑈𝑠 𝑉𝑠 𝑊𝑠 𝑋𝑠 𝑌𝑠 𝑍𝑠 0]𝑇 

zs represents the ship deck positions, velocities 
and yaw angle considering random deck motion 
and QT represents the terminal error weighting 
matrix. F, mentioned in Eq. 7, is a time dependent 
weighting function, logarithmically spaced from 
100.3 to 100.5, to trade between path cost and 
terminal cost in the solution. This function favors 
terminal constraints rather than path cost as the 
vehicle approaches the ship deck. In Eq. 7, the first 
term represents the path cost while the second 
term represents the terminal cost. The terminal 
cost contains the sum of the square of the error 
between the reference and actual positions and 
velocities in all axes, and the square of the error 
between the desired terminal yaw attitude, which is 
the same as the ship yaw angle (0 deg in this 
study), and the actual helicopter yaw attitude. 
 

3.3.2. Results for Zero Lateral Offset 
Approach (Case A Landing) 

For the symmetric approach landing, the reference 
trajectories for X and Z inertial axes are generated 
using the same point-mass model represented as 
a first order command acceleration model 
independently, while the reference trajectories for 
Y axis and yaw angle are maintained at zero. 

 

Figure 3. Vehicle positions (MPPI) and ship deck 
positions with reference trajectories in the X, Y, Z-axes 
for zero lateral offset (receding horizon) [6-DOF 
helicopter linear model]. 

Figures 3 through 6 portray the results for the linear 
helicopter model for zero lateral offset ship landing 
approach in medium sea state with receding 
horizon optimization method. The vehicle begins 
the landing phase from a height of 100 ft above and 
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1100 ft behind the ship deck with a velocity of 67.5 
ft/s. It is observed that the MPPI results closely 
match with the reference trajectories in the X and Z 
axes. Although there are deviations in following the 
Y position reference trajectory, the terminal 
position error is around 5 ft and nearly 0 ft/s in 
terminal velocity error. 

 

Figure 4. Vehicle velocities (MPPI) and ship deck 
velocities with reference trajectories in the X, Y, Z-axes 
for zero lateral offset (receding horizon) [6-DOF 
helicopter linear model]. 

 

Figure 5. Vehicle attitude (MPPI) with reference yaw 
angle trajectory for zero lateral offset (receding horizon) 
[6-DOF helicopter linear model]. 

 

Figure 5 indicates a sharp pitch attitude change 
towards the end of the landing. This is because the 
reference trajectory is generated for a point mass 

vehicle represented as a first-order command 
acceleration model, which does not have any 
attitude considerations while minimizing 
accelerations. Hence, the generated trajectories in 
positions have a near constant slope except 
towards the end where there is a distinct curve, 
which causes a sharp pitch up in order to maintain 
the reference position and velocity profiles. As a 
result, the vertical velocity is also affected due to its 
dependence on pitch attitude (Fig. 4). No 
constraints are placed on attitude but the maximum 
pitch attitude stays within an acceptable limit of 15 
degrees. Furthermore, the roll attitude changes by 
a maximum of 2 degrees from the trim value at the 
terminal time. The yaw angle shows a maximum 
change of 2 degrees during the landing phase and 
lands with a terminal error of 4 degrees, which is 
within the desired limit. Unlike the results in Ref. 13, 
the oscillations in roll and yaw angles throughout 
the landing phase are reduced due to the 
introduction of the yaw attitude cost term. On the 
contrary, the deviations from the Y position 
reference trajectory are higher. The control input 
changes are significant in the longitudinal cyclic 
and collective, compared to the lateral cyclic and 
pedal (Fig. 6). 

 

Figure 6. Vehicle controls (MPPI) during landing for zero 
lateral offset (receding horizon) [6-DOF helicopter linear 
model]. 

 

Table 2 summarizes the results for zero lateral 
offset ship landing for the 6-DOF helicopter linear 
model averaged over 20 simulations in each sea 
state. The average number of usable trajectories 
remains at 99.75 (out of 100) with an average 
running time per simulation of 7.07 s. 
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The velocity terminal errors are within the limit of 3 
ft/s in all axes for all sea states. While the position 
terminal errors are within 5 ft for X and Z axes, the 
Y axis has slightly larger errors. This is because 
with emphasis now placed on vehicle yaw attitude 
as an additional constraint, the error in the lateral 
axis increases a little. Also, the specific rejection 
criterion used in this study, where those trajectories 
with terminal errors outside the selected bounds 
simultaneously in all three axes and yaw angle 
alone were rejected, could lead to degraded MPPI 
solutions. This is evident from the Y axis terminal 
errors for all sea states. The terminal yaw attitude 
error remains within the limit of 5 degrees in all sea 
states. 

 

3.3.3. Results for Lateral Offset Approach 
(Case B Landing) 

This subsection presents the sample results with 
the linear model of the helicopter for ship landing 
with a lateral offset. The reference trajectories for 

X, Y and Z axes are generated independently using 
the first order acceleration model as described by 
Eq. 5. The reference trajectory for the yaw angle 
was generated using the reference velocity 
trajectories to determine change in yaw that is 
desired to maintain zero sideslip. The helicopter 
starts at 1100 ft behind, 100 ft above and 550 ft to 
the left of the ship in the inertial frame and 
completes the landing in 40 seconds (see Fig. 2). 

 

Figure 7. Vehicle positions (MPPI) and ship deck 
positions with reference trajectories in the X, Y, Z-axes 
for lateral offset (receding horizon) [6-DOF helicopter 
linear model]. 

 

Figure 8. Vehicle velocities (MPPI) and ship deck 
velocities with reference trajectories in the X, Y, Z-axes 
for lateral offset (receding horizon) [6-DOF helicopter 
linear model]. 

Figures 7 through 10 present the results for lateral 
offset approach in medium sea state with random 

Table 2. X, Y and Z axes terminal position and 
velocity errors, and terminal yaw angle error 
averaged over 20 simulations for complete linear 
helicopter model with moving ship deck and zero 
lateral offset (receding horizon) [6-DOF helicopter 
linear model]. 

 Sea State 

 Low Medium High 

X
-A

x
is

 

Final 
Position 
Error (ft) 

1.64 1.47 1.93 

Final 
Velocity 

Error 
(ft/s) 

0.24 0.48 0.35 

Y
-A

x
is

 

Final 
Position 
Error (ft) 

5.93 6.23 6.09 

Final 
Velocity 

Error 
(ft/s) 

0.51 0.55 1.29 

Z
-A

x
is

 

Final 
Position 
Error (ft) 

2.15 1.70 2.48 

Final 
Velocity 

Error 
(ft/s) 

0.52 0.43 0.47 

Y
a
w

 Final 
Angle 
Error 
(deg) 

4.16 4.14 4.15 
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deck motion. The representative results show that 
the position and velocity trajectories are followed 
closely throughout. In terms of attitude, the roll 
angle shows a peak change of 5 degrees but the 
terminal value is close to 0 degrees. The pitch 
angle shows a sharp change towards the end 
which was observed for the symmetric approach as 
well. The yaw angle follows the reference well with 
an error of 2 degrees or lower throughout except 
close to the terminal time where the error is around 
6 degrees. The controls show a significant change 
in lateral cyclic compared to the symmetric 
approach case owing to the changes in the lateral 
axis. 

 

Figure 9. Vehicle attitude (MPPI) with reference 
trajectory in yaw angle for lateral offset (receding 
horizon) [6-DOF helicopter linear model]. 

 

Figure 10. Vehicle controls (MPPI) during landing for 
lateral offset (receding horizon) [6-DOF helicopter linear 
model]. 

Table 3 presents the results for all sea states, each 
averaged over 20 simulations. Similar to the 
symmetric approach, the Y axis terminal position 
errors are higher compared to the X and Z axes. 
Furthermore, the terminal yaw attitude error is also 
higher than the symmetric approach case. The 
specific trajectory rejection criterion allows 
degradable solutions which would allow cases 
where even one or two constraints are violated. 
Additionally, since the receding horizon method 
only allows prediction to a limited time into the 
future, it is not possible to predict and correct these 
terminal errors until the vehicle is close to the ship 
deck. 
 

3.4. MPPI using a Nonlinear Helicopter Model 

The previous studies investigated the outcome 
when the prediction model. i.e., model used in 
MPPI solution, and the truth model are linear and 
identical. However, in real application, the truth 
model will be an actual helicopter and with the 

Table 3. X, Y and Z axes terminal position and 
velocity errors, and terminal yaw angle error 
averaged over 20 simulations for linear helicopter 
model with moving ship deck and lateral offset 
(receding horizon) [6-DOF helicopter linear model]. 

 Sea State 

 Low Medium High 

X
-A

x
is

 

Final 
Position 
Error (ft) 

1.69 2.12 2.39 

Final 
Velocity 

Error 
(ft/s) 

0.60 0.68 0.64 

Y
-A

x
is

 

Final 
Position 
Error (ft) 

9.19 8.56 7.96 

Final 
Velocity 

Error 
(ft/s) 

0.40 0.62 1.14 

Z
-A

x
is

 

Final 
Position 
Error (ft) 

0.99 0.81 2.66 

Final 
Velocity 

Error 
(ft/s) 

0.56 0.44 0.53 

Y
a
w

 Final 
Angle 
Error 
(deg) 

5.98 5.95 5.97 
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objective of developing a real time guidance 
solution to the shipboard landing problem, it is 
important to consider a truth model in simulation 
which gives a response similar to the actual 
helicopter. Thus, the linear truth model, which was 
implemented earlier, has now been replaced with a 
high fidelity nonlinear model. 
 
FLIGHTLAB®, an industry-standard tool for 
rotorcraft flight dynamics modelling and analysis 
(Ref. 14), applies a multi-body dynamics 
formulation that combines blade element based 
unsteady aerodynamics modelling for a high-
fidelity flight dynamics simulation. It allows the user 
to select a baseline model and modify the 
parameters and perform simulations depending on 
the study of interest. For the current study, a 
rotorcraft model with an articulated rotor with rigid 
blades, 3-state inflow, and quasi-steady airloads 
has been chosen. This model, with its configuration 
similar to the UH60, is trimmed at 40 knots forward 
flight and used in this study. The communication 
between FLIGHTLAB and the MPPI algorithm was 
established using an SDX-MEX function. This 
function enabled the transfer of the vector of control 
inputs at each time instant to the FLIGHTLAB 
nonlinear model, wait for the nonlinear response for 
the discrete time step of 0.1 second and then 
receive the 6-DOF rigid body states, which now 
represent the truth model response for that time 
instant. A linear model of the helicopter was 
retained as the MPPI prediction model.  
 
During the landing phase, the helicopter begins at 
40 knots (67.5 ft/s) and within 40 seconds, reaches 
the ship which is moving at 19.8 knots (33.5 ft/s). 
The linear model extracted from FLIGHTLAB, 
linearized about 40 knots, was used as the MPPI 
prediction model. It is important to note that for the 
studies using a nonlinear truth model, the same 
performance measure which was used for the 
linear truth model case has been tested to ensure 
consistency. The results presented in the following 
subsection were obtained using the receding 
horizon optimization method (where twin = 2 
seconds) for the symmetric landing approach in 
medium sea state. It is critical to mention that the 
nonlinear truth model response (6DOF states) at 
every instant is used to reinitialize the MPPI model 
states for prediction during the simulation. This 
would ensure basic correction in the prediction 
model, which would otherwise result in significant 
errors. Furthermore, the simulation was simplified 
by not incorporating the random ship deck motion 
model in order to understand the outcome of using 
different prediction and truth models. This means 
that the ship is moving at a constant speed of 19.8 
knots (33.5 ft/s) in the forward direction (along 

inertial X axis), with no surge, sway or heave 
motions. 

 

3.4.1. Results with a Nonlinear Truth Model 

This subsection presents the representative and 
tabulated results when a single linear model, 
linearized about 40 knots, is used as the MPPI 
prediction model. 
 
Figures 11 through 14 show the representative 
results for a moving ship without random deck 
motion where the responses shown are the 
nonlinear truth model when a linear prediction 
model is used in MPPI. From Figs. 11 and 12, it is 
observed that the lateral errors are the most 
significant, followed by the vertical motion errors. 
This is expected as the current linear model used 
for prediction loses its fidelity as the vehicle moves 
away from the trim state of 40 knots about which 
the model is extracted from the nonlinear model.  
On comparing Figs. 4 and 12, it is visible that while 
the linear truth model follows the reference velocity 
trajectories in Y and Z axes, the nonlinear model 
shows significant deviations for the same 
performance measure. As a result, this difference 
gets integrated over time resulting in large terminal 
position errors for the nonlinear truth model case 
unlike the linear truth model case. This can be 
verified from comparing Tables 2 and 4. 

 

Figure 11. Nonlinear truth model inertial positions for a 
linear MPPI model without random deck motion in 
symmetric landing case. 

Although the roll and pitch attitude changes are 
within limits, the yaw angle changes by 12 degrees 
towards the terminal time as seen in Fig. 13. 
Furthermore, the change in pitch attitude is not as 
sharp as the linear model case. 
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Figure 12. Nonlinear truth model inertial velocities for a 
linear MPPI model without random deck motion in 
symmetric landing case. 

 

Figure 13. Nonlinear truth model attitude for a linear 
MPPI model without random deck motion in symmetric 
landing case. 

 

Figure 14. Control inputs to the nonlinear truth model 
with a linear MPPI model without random deck motion in 
symmetric landing case. 

Table 4 shows the terminal errors in the nonlinear 
truth model response and corresponding 
performance cost when a linear model is used in 
MPPI averaged over 10 simulations. It is observed 
that the terminal errors are within the limits for the 
horizontal position and velocity as well as the 
vertical velocity. The lateral position error is the 
most significant followed by the vertical position 
error. This can be attributed to the inability of a 
single linear model to accurately predict the 
response of a nonlinear model for a given 
sequence of control inputs. This could be rectified 
by incorporating a scheduled linear model or linear 
stitched model for the MPPI prediction. 
Furthermore, since the horizontal errors are still 
within the limits for the current scenario, the 
specific trajectory rejection criterion of discarding 
only those trajectories which yield large errors in all 
axes simultaneously, leads to degraded MPPI 
solutions with large lateral and vertical errors. 

 

Table 4. X, Y and Z axes terminal position and velocity errors, terminal yaw angle error and performance cost averaged 
over 10 simulations for nonlinear truth model and linear MPPI model. 

Terminal Position 
Errors (ft) 

Terminal Velocity 
Errors (ft/s) 

Term. 
Yaw 

Angle 
Error 
(deg) 

Performance Cost 

X Y Z U V W Path 
Term. 

X 
Term. 

Y 
Term. 

Z 
Psi 

1.53 34.26 14.78 0.36 4.88 1.17 13.23 351.6 9.97 3791 695.4 0.17 
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3.4.2. Sensitivity Analysis with twin 

One of the key parameters of the receding horizon 
method of optimization is the window or horizon of 
prediction. It is important to understand how the 
extent of future prediction could affect the 
performance of the MPPI method, in terms of the 
terminal errors and performance cost. This 
subsection focuses on analysing the impact of 
changing window of prediction associated with the 
MPPI model when a linear model is used for 
prediction. The truth model is retained as the 
FLIGHTLAB nonlinear model for this sensitivity 
analysis. As mentioned previously, the symmetric 
approach case is studied without random deck 
motion. For this sensitivity analysis, twin = 1, 2, 3 
and 5 seconds were considered. 

 

Figure 15. Nonlinear truth model inertial positions for a 
linear MPPI model without random deck motion in 
symmetric landing case for varying values of twin. 

Figures 15 through 18 show the effect of varying 
twin when a linear model is used for prediction and 
the nonlinear model represents the truth model. 
Figures 15 and 16 show that as twin is increased, 
the terminal errors also increase. This is because 
the linear model does not accurately predict the 
nonlinear model response and by increasing the 
horizon of prediction, it results in the growth of 
error, which subsequently affects the control 
update. However, the terminal error in yaw angle 
decreases as twin increases (Fig. 17). This could be 
attributed to the increased duration where the 
terminal yaw constraint remains active (towards the 
last 1, 2, 3 or 5 seconds) due to increasing 
prediction window. This opposing trend is possibly 
due to the response of the linear prediction model, 
i.e. the terminal error as predicted using a linear 
model could be dominated by the error in yaw 
attitude compared to the position and velocity 

errors, which could eventually lead to a solution 
with decreasing yaw angle error but increasing 
position and velocity errors at the terminal time. 
This trend can be further verified using the results 
in Table 5. 

 

Figure 16. Nonlinear truth model inertial velocities for a 
linear MPPI model without random deck motion in 
symmetric landing case for varying values of twin. 

 

Figure 17. Nonlinear truth model attitude for a linear 
MPPI model without random deck motion in symmetric 
landing case for varying values of twin. 
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Figure 18. Control inputs to the nonlinear truth model 
using a linear MPPI model without random deck motion 
in symmetric landing case for varying values of twin. 

Table 5 shows the comprehensive results for 
varying twin averaged over 10 simulations for a 
linear MPPI model. A common observation is that 
as twin increases, the terminal X position error also 
increases, i.e. the helicopter begins landing behind 
the ship on average when twin = 1 sec and by the 
time twin is increased to 5 seconds, the helicopter 

lands well ahead of the ship. This indicates that as 
the window of prediction increases, the error grows 
due to the differences between the prediction 
model and the truth model. Similarly, the terminal 
Y and Z position errors also increase due to the 
same reason. 

Furthermore, the terminal velocity error in Y and Z 
axes increase in a similar manner. Additionally, the 
yaw angle terminal error decreases as twin 
increases. As explained earlier, the opposing trend 
is possibly due to the prediction model being 
different from the truth model, which could yield 
larger terminal yaw angle errors compared to 
position and velocity errors, thereby causing the 
solution to be driven by the terminal yaw attitude 
error more. The path cost also uniformly increases 
indicating the increasing error in following the 
reference trajectory and control effort. The 
computational time increases with the prediction 
window as expected. The average number of 
usable trajectories remains 99.75 for all twin due to 
the nature of the specific trajectory rejection 
criterion. Thus, when the prediction model is 
different from the truth model, it is better to use a 
shorter horizon for prediction to minimize error 
accumulation and to reduce the computational 
time. 

 

Table 5. X, Y and Z axes terminal position and velocity errors, terminal yaw angle error and path cost averaged over 
10 simulations for nonlinear truth model and linear MPPI model with varying twin. 

 
Terminal Position 

Errors (ft) 
Terminal Velocity 

Errors (ft/s) 

Terminal 
Yaw 

Angle 
Errors 
(deg) 

Path 
Cost 

Avg. 
No. of 
Usable 
Trajs. 

Running 
Time (s) 

 X Y Z U V W Psi 

 P
re

d
ic

ti
o

n
 W

in
d

o
w

 t
w

in
 (

s
e
c
o

n
d

s
) 

1
 

-2.73 28.15 14.52 -0.99 4.60 -0.97 14.35 331.58 99.75 10.09 

2
 

1.71 34.14 14.81 -0.35 4.87 -1.17 13.19 351.11 99.75 11.68 

3
 

5.32 39.38 15.18 0.08 5.18 -1.33 12.26 371.82 99.75 13.29 

5
 

9.35 49.75 15.87 0.08 5.91 -1.70 11.01 418.51 99.75 16.25 
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4. CONCLUDING REMARKS 

The paper, as an extension to previous work, 
investigates the impact of introducing yaw 
constraint in the performance measure. Since the 
receding horizon method for optimization is more 
realistic owing to the differences which will exist 
between the prediction and truth models in actual 
application, this method has been adopted 
throughout the work. First, a study is conducted to 
assess the new performance index by considering 
a linearized 6-DOF helicopter model as the 
prediction as well as truth models. The next 
subsection focused on using a nonlinear model as 
the truth model for better representation of the 
actual vehicle and considered a single linear 
prediction model which is linearized about the 
same flight speed as the nonlinear model is 
trimmed. The last section focused on studying the 
impact of increasing the window of prediction on 
the terminal errors and the path cost of the 
nonlinear truth model. 
 
The results of this study show that by introducing a 
yaw attitude reference and terminal constraint, it is 
possible to restrict the yawing motion of the 
helicopter and ensure a reasonable terminal yaw 
angle. However, this leads to an increase in the 
lateral position error and it is important to maintain 
a balance between the two quantities. The study 
also shows that the single linear model as used in 
the current form is unable to predict the nonlinear 
model response well, resulting in increased 
terminal errors. This prediction model inaccuracy 
could perhaps be rectified by developing an 
appropriate linear stitched model for improved 
MPPI performance. Alternately, an adaptive model 
that can capture the model uncertainty in the linear 
model would also improve the MPPI performance.   
It is also possible that tweaking of the weighting 
values in the performance measure can lead to 
improved MPPI performance. Furthermore, the 
specific rejection criterion in stochastic averaging 
of sample trajectories, where the sample 
trajectories with terminal errors outside the 
selected bounds in all axes simultaneously alone 
were rejected, led to degraded MPPI solutions.  
Although the linear model used for prediction was 
not capable of reducing terminal errors in the 
nonlinear model response, it allowed a brief study 
on the sensitivity of the window of prediction to be 
conducted. This study showed that increasing the 
prediction horizon leads to increased terminal 
position errors but decreasing terminal yaw attitude 
errors. However, the increasing path cost and 
computational time additionally suggest that a 
smaller window of prediction yields better MPPI 
performance. 
 

Future study will consider ship air wake effects by 
introducing representative air wake models. A 
more suitable linear stitched prediction model will 
be used for improved accuracy and the random 
ship deck motions that include pitching and rolling 
motions, in addition to the existing heave, surge 
and sway motions, will be incorporated. 
Parallelization of the algorithm for better time 
efficiency and real-time application will be 
established. This step would allow the number of 
sample trajectories to be increased without 
sacrificing computational time and help explore the 
aspect of devising a more robust criterion for 
rejecting sample trajectories that yield terminal 
errors outside the desired bounds. Additionally, 
future work will include piloted simulation 
evaluations of shipboard landings with MPPI 
trajectory optimization and guidance. 
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