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THE SOLUTION OF THE HELICOPTER FLIGHT DYNAfv!ICS TASKS 

BY THE fv!ETHODS OF OPTifv!AL CONTROL THEORY 

L.N. Nikiphorova 

Kamov Helicopter Scientific & Technology Company, USSR 

A B S T R A C T 

The expansion of the coaxial helicopter manoeuver 

capabilities demanded the study of flight dynamics at the 

modes with limited values of flight parameter and application 

for this purpose of the optimal control theory modern methods. 

The solution of most unclassic tasks, i.e. those whlth 

constraints is based on the Pontrjagin•maximum principle. To 

solve the helicopter optimization control task, as an 

unlinear object, the Krotov•iteration method - the method 

of improvement is selected. 

Based on the developped approaches and on the system 

of mathematic models proposed by the author a package of 

applied programs iS created to solve a number of practical 

tasks for definition of the helicopter manoeuver capabilities 

at the modes With the flight parameters limiting value, 

to examine complex flight modes and to provide for the 

helicopter flight modes automation. 

From a number of solved tasks the following are 

examined : determination the effect of the desing constrains 

upon the helicopter heading turn angle in hover and 

the Ka -32 helicopter autorotation landwg task at 

different flight weights. 
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I. INTRODUCTION 

Exploration by traditional methods of mathematic and 

half full scale modelling of flight dynamics does not permit 

to solve the full range of problems cohserving the helicopter 

maneuverability espec1ally when us1ng the maximal capabi

lities and the limit values of flight parameters. Such 

situation dictated the necess1ty to use new methods and 

particularly the methods of the optimal control theory. 

When applied to the helicopter flight dynamics the 

optimal control methods perm1t to solve a whole range of 

problems concern1ng : 

-determination of the helicopter maneuvering capab1lities 

in such modes where the flight parameters C speed,overload 

etc.) reach their llmit values wh1ch permits to evaluate the 

helicopter capabilities depending upon various design 

limitations at the initial design stage; 

-investigation of complex flight models in order to reduce 

the volume of flight testing especially the testing connected 

w1th a certa1n amount of r1sk like land1ng with eng1nes 

failed or autorotation landings; 

-automation of various helicopter flight modes. 

II. FORMULATION OF THE HELICOPTER 

CONTROL OPTIMIZATION TASK. 

1. The method selection 

The modern optimal control theory is based on 

Pontrjagin max1mum and Bellman relitivity pr1nciples. 
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The new prospects of solving ex1sling nonlinear 

problems appeared upon the development at the 1970-ies by 

Soviet scientists V.F.Krolov and V.I.Gurman of a theory based 

on the general adequate conditions of optimality and of 

iterative methods for solving optimal control problems - the 

improvement methods. 

The advantages of the method are its orientation on 

the nonlinear models,praclical absence of limitations on the 

form of the right s1des of the initial differential equations 

system, a wide possibility of utiliz1ng the engineer1ng 

knowledge on the object of control and the modes explored. 

The investigations carried out by the author show 

that il is also poss1ble and suitable to use the improvement 

method for the purpose of identifying the object mathematic 

model. On this case one and the same method is used for 

solv1ng the dual problem of control identification and 

optimization which will provide for considerable ga1ns at 

practical application due to the continuity of the programmed 

implementing of both the problem sides. 

2.Malhematic model construction. 

Modelling of the helicopter motion dynamics with the 

full consideration of all its pecularities calls for very 

complex object descr1ptions due to a w1de range of motion 

parameters var1alions a notably larger number of helicopter 

degrees of freedom as compared to a fixed wing aircraft. 

It is most important to maximally simplify the model 

describing the object by gelling rid of all complex depen

dencies which are not relevant for solving the problem 1n 

question. But on the other hand neglecting the important 

dependencies may render the recomendat1ons worked out in the 

process of problem solving useless. 
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Generalization of Hs long standing exper1ence 

perm1tted the Kamov Design Bureau to create a number of 

helicopter motion models for solv1ng 

helicopter control optimization in various 

the problems 

flight modes. 
Table 1 

of 

models !fully lparU-1 linearized nonlinear I 
lllnearl ally I long. I 3 D 1 long. I 3 D I 

chars I I Unear I Cside) I motlon: Cs1de) 1 moUon 1 
----------1 1 1 motion 1 1 motion 1 j 

The order I I I I I I 
of the I 3 I 3 I 7 14 I 7 I 14 I 
1m t ial I I I I I I 
equat10n 1 1 1 1 1 1 
system 1 1 1 I I I 

I I I t : I : 
1 The order I 1 I 1 I 2 4 I 2 I 4 I 
I of control I I I I I I 
I 'fe'"'' "r I I I I I t I ~ ~ ~ I I . . I ----------------1 
1 R1ght Sl-llinearllinear!partlally llnea-:nonlinear a1rframe1 
!des ',line-: w1th !of 1-21nzed; the maw lcharactensUcs, 1 
1ar1zation 1 cons-:nonli-lnonlinearltles :nonexpl1c1t func- ! 
1 degree; 1 tant 1 nea- :are implied 1 t1ons. 1 
I I coef-1 nty I I I 
I I fl.Cl·-1 I I I 
I I I I I I 
I I entS I I I I 
I I I I I I 
I I I I I I 
I Number I I I I I I 1 
I Of ~OnS- I f I II I I I I ~ I I I I I t 
I trawts I I I I I _I I 
I -current! 6 I 4 !UP to 101 up to 1 up to lu!up to 201 
I I I I I 20 I I I 
I I I I I I I I 

I -final I 1 I 2 I 4 I up to I 4 !up to 101 
I I I I I 1 () I I I 
I t · · - I I 
t I I I 
!The r1ght I 1 Trasfer to a 
/Slde den-: an a l 1 t 1 c a l 1 d1screte scheme 
I vat1on I I 
I I 1---------,--------1 I I 
I Examples 1 The 1 Auto-: ~~neu- 13 D ma-:~neuvers!3 D ma
:of pracU-Ilnflu-:matlOn!vers 1n 1neuvers1 in the :neuvers 
:cal appll-1 ence I of I swgle 1 I s1ngle I 
I cat10n !of de-:veru-: plane 1 1 plane 1 
I I s1gn 1 cal 1 in a limited 1 full range of mo-
l I para-! modes: range of parame-1 tion parameters 
! !meters! ! ters var1ation ! var1ation 

The models presented in Table 1 differ 1n the non

linearity degree of the differential equations systems nght 

s1des descr1b1ng the helicopter motion , in the number of 

l1m1tat1ons , the dimentional representation of the control 

vector etc. 
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3.Determlnatlon and 1mplementation of constra1nts. 

The practical solut1on of a hel1copter control 

optlm1zat1on problem demands takwg account of vanous 

constrawts on power , overload . travel of controls, speeds, 

angles etc. 

for 1mplementat1on of constra1nts a penalty funct1ons 

method is used wh1ch reduces the task to a sequence of 

problems on m1n1m1zat1on of a certa1n aux1lliary function 

~~h1ch cowc1des wllh the imllal functlon w1thin the llm1ts 

of the constra1nts and sharply increases beyond those 

l1m1t.s, 1. e: 
( - -.:.. (... 

max 

f(zJ=O .., 
( 7 ' 

.., 
f(z) "'m1n " 

~ \ "-max :. - .., 
.:.. ' .:.. m1 n 

Here .:.. may denote a control vector component as well 

as a phase vector component. 

The difficulties 1n us1ng the penalty functions method 

for practical problem solutions are most often connected 'l'llth 

unsUltable scaling. It is necessary to take lntO account the 

fact that state vector components may differ by a 'Nhole order 

of magmtude or more ( for example,the change of flight speed 

lS measured by values of 10 .. 20 m/s and the change of rotor 

speed by 0. 1 1/s and so on ) . 

Keep1ng that in mind it 1s recommended to normal1ze 

penalty funct1on exponent1al ind1ces setting approx1mately 

the max1mal expected change of parameters,for example: 

a< Z-Zmax) a Zmaxl ~ Z -1) 
f(z)= (3 e = (3 e -max 

A penalty funclion coefflc1ent control algonthm 

(fig. 1 ) 1s developed so that when the sol utlon 1s far 

from the opt1mum at the beg1ning of the solut1on process the 

penal lies are "soft". i.e. small a coefflc1ents and large (3 

coeffic1ents and later the penalty gets "harder"by 1ncreas1ng 

a co~fficients and decreas1ng (3 coefficients Cfig.2J. 
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Full funct1ona.l : I = I)( + J 

Useful s1de of the funct1onal: I)( = q 6Xk tk 

Pena.ltled Slde of the functlOnal: J= F):Ctk)+J f 0 dt 

a . ( Z1 -Z; j 
t' :( 1-,..-· 

' 'i-
1 mal! + 

., = ,- \/., \/,. '" '·' -,. i\ .......... , 'J '"'v.; .. ' .... , 

Ass1gnment ot I 
penalty functlonl 

coeff1c1ent I 
1n1t1al values: 1 

•3 
, I J 0 

I 
I 
I 
I 
I 
I 

CONTROL ALGORITHM 

Cons£ra1n1ng the 
carrent and f1nal 
control and motion 1 
parameters values : I 

-. - X t 
Lm1n'Lmax' 4 req' I 

-------r--------
I 
I 

tn 

} 

I Allowable error 
1marg1us on ma.1n-
1ta1n1ng the mo
ltlon and control 
I parameters: 
I AV A7 
I ~'all '~all 

I 
I 
I 

--~ ~flmm1za.t1on of the funllonal 
I . 
~--

I t.,'{ I '. 6..\ll 

I r:;z I '· &:all 

No 

yes - t.he solut10n is 
found 

normal1z1ng and rank1ng ot errors &\
1 

,LL
1 

correct1on ot K
00 

and K~1 correspond1ng to &X
1 

,&\
1 

b' rank 

Increase ot a. and decrease 0! t3 i l 
N = K a Ka / l ...... ji a J i - 1 

•3 = K,, ,) K,, <, l I j 1 ,. 1-' j i '" 1 ,_. 

f1g. 1 Penalty method ccefflcients control 
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:fo CX·E =5 
max a· ;om ax.= '2. 

ex= :Zmax f> 
r-A---.. 

30 w 5 -4 0,2.5 

10 I 

) 
j 

v 
f1g.2 The effect of the exponential index o and scale 

coeff i c 1 en !3 value on the penalty funct 10n f 0
. 

4. Select1on of 1nltial approx1mation. 

The 1mprovement method as all lterati ve methods 

assumes the selection of initial approx1mat1on control wh1ch 

may be obtained from several sources: 

1. the control may be determ1ned on the bas1s of the data on 

flying a s1m1lar mode by the helicopter 1n quest1on during 

flight testing; 

2. the results of mathematic and scale modelling may be used; 

3. 1n the absence of the above mentioned data analogues data 

on some other helicopter may be used; 

4. in a general case 1n1tial approx1mat1on control may by 

set quant1tat1Vely under phys1cal cons1derat1ons on the 

bas1s of eng1neer1ng experience. 

All the sources ment1oned above may be quite 

succesfully utilized. It should be po1nted out that the more 

complex the task 1s and the more nonlinearlties and 

constra1nts are there,the more 1mportant the select1on of the 

1n1t1al approx1mation becomes. 
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III. SEQUENTIAL CONTROL IMPROVEMENT METHOD 

l.Method descr1ption. 

Suppose that there ex1sts a different1al equat1ons system 

descr1bing the system being exam1ned: 
: n r X= fCt,x,uJ,x E R ,u E R (1) 

wh1th initial conditions:XCtnJ=Xn,and the first approx1mation 

1s set which i.s an aggregation of phase trajectory xi CU, 

control program uictJ and process termination time tnr : 

mi = •,xicu,uicu,tniJ. 

The task is as follows : from D solutions of 

system CiJ such a second approx1mation m11 e D shall be found 

so that the functional I tk I = FC XCtnJJ+ f 0 dt 
tn 

d1m1n1shes its value: IC mi I) < ICmi J. 

The improvement procedure according to the method 

presented may constitute a procedure of second order or of a 

Simpler first order when it coinc1des with the known procedu

re of gradient descent 1n the functional space. 

In the process of solving the hel1copter control 

optimization problems some modification of the improvement 

method were developed with the aim of expanding Hs 

capabllllies. One of the modifications proposes the 

state-in-space discretization supplemented by the operations 

of analysis and search for optimal discretization steps Which 

is relevant for sol Vlng the problems wllh nonllnear right 

Sides of the equations 

control object. 

To solve the 

system describing the 

ldentif icallon problem 

motion of 

another 

modlf iCation was developed a method for d)~amic system 

unknown constants determination upon a run of experiments 

'llhich perfil ts to correct the mathematical model to make it 

correspond to the control object. 
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2. Improvement procedure. 

The 1mprovement procedure cons1sts of the follow1ng 

steps: 

l. By 1ntegrat1ng 

tn to tk at 

the 1mllal system( U 1n the 1nterval from 

U=Ur C U we get the aggregallon of first 

approx1mallon phase traJectones - a "support " mr : 

mi=cxicu ,uicu 't~ ). 

At th1s "support" we calculate and memonze the value 

of the functlonal: ri = ri ( mi). 

2. New we determ1ne t II = t + 6 t k k k , where 

6 = - Kt S1gn [ F I - HI Ct ) l ; 
tk tk k 

by thlS for the first order methods: 

H = ljJ'f - f 0 a (ijJ'f - vector product of 1jJ and f). 
' 

3. We determ1ne an auXllliary vector funct1on 1jJ Ct) as 

a solut1on of deffirential equations system 

wh1ch iS 

condillons: 

wtegrated 

V' Ctkr) = 

from right to left 
8F . t I '{I ( t I ) ) - "dlr 1.. k •• k . 

k 

• ,· 8H ) I V' = - --or 
at the inllial 

In the process of integration we calculate 

sequentially the vector derivatives Con each of the control 

vector components): 

Hu = (~)I =ljJ 'fu - f~, a= 1jJ 'C ~D )-(~)a 
and determine the control correcllon 6U,wh1ch may be umform 

all over the"support": 6U = -Ku 1 g~l ,as well as proportional 

to the denvatlVe value Hu : 6U - - K Hu 
- U jHujma:< 

4. We determwe the control parameters vector of second 

approximation urr=Ur+6U and replace the init1al approximation 

on control by this vector. By integrating the 1n1 tial system 

at the ne•IV second approX1mat10n control we obta1n the second 

"support": mi I=( XI I ( t) , UI I ( U , tk I I ) . 
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At each "support" the funcllonal 1s calculated and 

compared 'tilth the preceeding one. At the decrease of the 

functlcnal the calculation 1s continued wl.th the vector 

components of the control gain coefficient Ku preserved or 

1ncreased. At the 1ncrease of the functional wh1ch certlfies 

to pass1ng the m1n1mum po1nt, the proximlty condition of 

ne1ghbour1ng approx1mat1ons control 1s checked. The solution 

is considered reached when the neighbour1ng approx1mations 

functional values as 'tlell as the control values co1nc1de with 

the requ1red degree of accuracy. 
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IV PRACTICAL APPLICATIONS 

l.Pecularlties of the method applicat1on. 

On the process of the method pract1cal appl1cat1on some 

additlonal developments appeared to be necessary and the most 

1mportant of them were develop1ng a senes of motion models and 

the penalty method coeffic1ents control algorithm as descr1bed 

above. T•11o more problems also requ1red settlwg - the necesslty 

to check the found extremum for the absolutness and to find 

the optimal relationship of the control vector components. 

SolVlng practical problems lS shown for two models 

descr1b1ng the helicopter motion. Both of them belong to 

the ser1es of models presented in Table I. One of them lS the 

s1mplest linear model and another 1s one of the most 

compl1cated nonlinear models. 

2. Simple model problem solut1on. 

The task lS set to determine the effect of the 

des1gn constraints upon the helicopter heading turn angle in 

hover 'lllth fixing the heading angle at the end of the turn. 

The influence of the des1gn parameters man1fest itself in 

limlting the maximum turn rate and the control power ava1liable 

(control travel avalliable). 

The motion equations descr1bing the helicopter motion 

in th1s mode have the following form: 

dt.w 
Y M

-wy -t.,,., ---,r- = t.w + M " AI{) dt y y y 

~=t.w 
~ y 

dt.~ = 1 ~..-u-A~ J dt l u,_ ' where 

~I{) - the change of the heading control actuator pos1tion; 

U - d1spacement of pedals transformed to the d1ment1onal 

representation of the actuator; 

Mywy - hel1copter relat1ve damp1ng; 
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M 'P -· relall ve yaw control power; 
y 

T - t1me constant of the actuator, 
-M· Wy M /j,m T "' - const. y y 

In the process of turn the constra1nts on 

control travel t:.p and actuator movement speed 

turn rate !!.W , y 

t:.p • . .,rer e 1 mp 11 ed; 

at the last moment the value of the turn rate Wy is l imlted: 

<. (j,m , 
"'m ' 

!::.'~ ' 
"'m ' 

Wyl ~ Wy 
m 

The parameter optimized is the heading angle 

head1ng angle should be avalliable). 

Cmaximum 

The mathematic model for optimization problem solv1ng has 

the follow1ng form: 

and 

f, = ~ = Att X, + Atz X3 

f~ = ~ = x, 

phase and control components: 

I X, I ~ X, 
m 

limiting the final 

I X, C tk) I 

I x3 I ~ X3 I X:d ~ x3 m m 

parameter value: 

= x, 
km 

So according to the task set 'tie get the value of the 

unpenalt1ed functional equal to : 

r* = - x .. ctk). 

Implementation of all above listed oonsta1nts in the 

form of penalties br1ngs us to the follow1ng form of the 

penalted functional : 
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where the termwal s1de implies both the unpenalt1ed 

funct1cnal and the turn rate constaints at the moment of the 

process term1nat1on: 

and the wtegral s1de implies all the constrawts of the 

current parameters Cboth control and phase coordinates}: 

[ ~· [ ' a cu-u ) a ( -Um-UJ] 
fo = ( 1-q) 1 m + e 1 + 

Exponential character of the penalty function 1s adopted 

for more str1ngent constra1nts and squire character as less 

str1ngent is adopted for lim1ting the turn rate at the moment 

of the process term1nation. 

The dependences show that even a small number of 

constra1nts lead to a qu1te complicated 

the m1n1m1zed functional. 

express10n of 

The check of the extremum for absolutness 1s done by one 

cf the s1mplest eng1neer1ng methods 1.e. solut1ons obta1ned 

for controls w1th different in1tlal approx1mation are 

compared Cflg.3),since the problem 1s relat1very l1near the 

convergence 1s ensured by a rough enough settlng of the 

in1t1al approx1mat1on control. 
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The change of moution and control parameters 1n the 

process of making a head1ng turn 1n hover. 
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The resulting dependences of the max1mum head1ng turn 

angle 1n the function of the Ume aval11able at different 

oonstrawts on speed and control power were obtawed Cflg. 4). 

<D 
~ 0> 
0> <D 
0: -o 
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0: <D ,-, "35 v. v 
~ 0> 
-o 0: 

<IS <IS 
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fig.4 

50 
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20 
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llm1taUon, 
rlon/s .......... ':::1' 

t1me,s 

3. DefimUon of a helicopter autorotat.lon landing performanc. 

The model used to solve the control opUm1zaUon problem 

1n case of an autorotat10n landing should imply all the 

spec1f1c features of a helicopter as objiect of control. when 

the motion parameters change 1n a wide range of flight speed 

Cboth honzontal and vertical), p1tch angle eel. vanation 

wh1ch necessitates the use of a non-linear helicopter 

mot1on model. 

Due to the aerodynamic symmetry of the coax1al des1gn 

helicopter the mot1on of wh1ch is exam1ned here,the helicopter 

s1de motion at 

Il Simplifies 

an 

the 

autorolallon 

task setting 

substantially nonlinear. 

landing may be neglected. 

but the model rema1ns 

Mol1on eguations. Designations adopted: 

G - helicopter flying we1ght 

Jz - longltudlnal moment of the helicopter 1nert1a; 

Jp - polar moment of rotors inertia ; 
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Vx, Vy 

& , Wz 

- speed vector components 1n a coord.1nate system 

connected w1th the rotors shaft; 

- pitch angle and pitch rate; 

YHB'XHB'MzHB - lift force , longitudinal force and 

longitudinal moment of the rotors; 

Yrrn• Xrrn• MzrrJI - lift forse , longitudinal force and 

p 
3 

6 z 

longitudinal moment of the airframe; 

- rotors torque; 

- rotors lock1ng angle; 

- rotors collect1ve p1tch angle; 

- resultant force vector dev1ation at 

long1tudinal control. 

Motion equat1ons in a general form: 
dVx _iLr -dt - VyWz = tJ'XHB +~!!) - g SlnC& -'{)3 ) = X 

dY 
dt + VxWz 

dW 1 
at =-J'P~ 

= 

Rotors forces and moments coefficients are defined 

on the basis of Glauert-Lokk theory and the works of 

I.P.Bratukhin, M.L.Mil, R.P.Pein, B.N.Juriev. The i.nductlve 

speed value 1s determ1ned. with cons1deraUon to its 

s1ngular1t1es 1n the area of low hor1zontal and high 
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vert1cal speeds Caccord1ng to Pe1n, for example} The 

correspondence of the rotors thrust coefficient and the 

1nduct1 ve speed '.cal ue 1s established by sol 'flng a nonllnear 

equation of the 4th order relating these values. 

When determ1n1ng the torque its profile component is set 

accord1ng to nonlinear dependenc1es precalculated w1th the 

help of a spec1al rotors performance calculat1on program. 

The same program is used to define the rotor max1mal lift 

constra1nts implied by the model. 

At practical application of this model 1ts identlfication 

was earned out upon the results of a prototype helicopter 

flight testing run 1n the modes nearing the mode exam1ned. 

The ma1n constalnts. The task of c ontrol optim1zation in 

case of an autorotation landing cons1sts of determining 

the character of the long1tudinal control and the rotors 

collective pitch control changes which most completely 

answers the requirements to helicopter motion parameters 

change at the moment of landing. 

The following current parameters should be constrained 

-control travel; 

- pllch angle; 

- max1mum rotors lift1ng abil1ty 

- rotors speed changes. 

At the final moment the follow1ng parameters are 

constra1ned: 

- forward speed; 

-flight alt1tude CH=O at the moment of landing); 

- p1tch angle at landing; 

- p1tch rate. 

The parameter to be optimized is the vertical speed 

at the moment of landing C lls absolute value should be m1ni

m1zed ) . 
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Presentlng the ccnstrawts 1n the form of penalty 

funct1cns 1n a way s1m1lar tc that used 1n the preVlons 

example, '.'le net 
"' v 

the followwg form of a !'unct1onal to be 

m1n1m1::ed: 

3 (X I I .. ·;Z + 
f i "'" 1 ~ .. '""k"' - Al k all "' 

..... 1-q·; . ' -
o.

1
. U.1 -21 ) 

max+ 

where: N - number of parameter constra1nts at the last moment 

of Ume tk , N=4 

X1 - mot1on parameters,constra1ned 1n t=t 
k 

N - number of current mot1on and control parameters 

constrawts; H=5 

Zr - mot1on and control parameters constra1ned 1n the 

process of the mode real1zat1on. 

S1nce the number of constrawts and consequently of 

penalty funct1on coefficlents 1s great the appllcation 

the penalty method coeff1c1ents control algor1thms 

d b d b . I I <> . escr1 e a eve ', . ¥, 1s of a part1cular 1mportance for 

th1s task. 

At the presented example of solv1ng a problem the 

dependence of the collective p1tch angle change,as an 1n1Ual 

approx1mat1on control,1s s1mpllf ied only quall tatlVely 

reflect1ng the character of the control defwed upon the 

results of a prototype fl1ght test1ng and the long1tudinal 

control 1s reta1ned constant. As shown on fig.5,the opt1mal 

control 1n dlfference to the init1al approx1mat1on control 

enables the hell copter to make a land1ng vn th a forward 

speed not 

exceedlng 

exceed1ng 

2 m/S and 

50 ... 60 km/h,vertlcal speed not 

a p1tch angle of 10 
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Afler perform1ng a set of calculations, the 

recommendations were developed to carry out the hellcopter 

flight testing in the mode in quest1on and in particular 

the effect of the helicopter flying weight upon its 

vert1cal speed of landing was determ1ned. 
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CONCLUSION 

The exper1ence ra1ned , perm1ts to express a hope that 

opt1mal control theory methods w1ll become as traditional 

as other ex1st1ng mathematic method for the helicopter fl1ght 

dynam1cs study. 

In compar1son to the traditional mathemat1cal 

modelling techniques demanding a large scope of 

lntermediate results analysis,the application of the opt1mal 

control method permitted to reduce,due to automat1on, the 

time of calculation by 1-2 orders of magn1tude. 

The solution of the helicopter flight dynam1cs task 

by the optimal control methods perm1t to identify and to 

utilize more effectively the existing reserves and to 

quarantee that all the ex1sting constraints are observed. 
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