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Abstract - The unsteady flowfields around an oscillating airfoil are analyzed by solving the two-dimensional 
compressible Navier-Stokes equations with a moving grid. An upwind biased flux-difference-splitting (FDS) of 
Roe and ADI rrethod with Ne\\1on subiteration are used to solve the equations. The fonnation and 
convection of vortex structures and details of the dynamic stall phenomenon have been calculated. TI1e 
computed unsteady aerodynamic loads agree well \\~th the experirrental data. A substantial reduction in 
computer time to resolve a pitching motion is obtained by using larger time steps \\~th no loss in temporal 
accuracy. TI1e simultaneous velocity and pitch oscillations are also considered for a proper simulation of 
complex motion of the helicopter rotor blade in forward-flight. TI1e effects of combined motion on the 
aerodynamic load> are investigated. 

I. Introduction 

Dynamic stall refers to the complex series of events that result in dynamic delay of stall, on 
airfoils and wings experiencing unsteady motion, to angles significantly beyond the static-stall 
angle[l]. During high speed forward flight of helicopter, due to the large flapping motion of the 
blade, some blade sections have periodically very large angle of attack on the retreating side. As a 
result dynamic stall occurs, and it causes a significant increase in the blade stress and the control 
system loads. Thus, the dynamic stall constitutes a major limiting factor for the helicopter flight 
envelope[2]. 

During the last 20 years, many studies of dynamic stall have been made[l]. However, a complete 
understanding of these complex unsteady effects has not been achieved, and there is a great need for 
fundamental studies. The difficulty mainly arise because these flows are extremely complex and are 
not amenable to standard experimental and numerical techniques. McCroskey et al [3] performed an 
extensive experiment on dynamic stall on pitching airfoil sections. Many numerical studies by solving 
incompressible Navier-Stokes equations for laminar flow were performed[ 4,5]. The tip mach number 
of the retreating blade can be very low, but it was found that the local flow around the leading edge 
can become supersonic even if the Mach number increases beyond 0.2 [1]. It was also shown that 
compressibility can introduce a significant effect on dynamic stall [ 6]. Relatively recently, a few 
numerical studies have been performed by solving the compressible Navier-Stokes equations [7 ,8,9]. 
In these studies, the Beam & Warming's ADI algorithm[lO] which is a central difference method, 
and needs an addition of artificial dissipation term for stability was used. This algorithm, where the 
time step size is limited by linearization and factorization error, may require more than 10,000 time 
steps for a single cycle of unsteady motion. 

This paper presents an efficient and accurate method for computing the massively separated 
unsteady turbulent flowfields in the moving domain and shows some computational results of the 
dynamic stall. The governing equations of flow are compressible Navier-Stokes equations in moving 
mesh. A finite-volume upwind-biased algorithm of Roe[ll] is adopted to overcome the limitations 
of the central difference scheme. T11e AF-ADI method of Beam & Warming and Newton 
subiteration[12] are used for time integration. The Newton subiteration has proven to be effective in 
reducing the computational work by reducing the linearization and factorization errors of implicit 
operator while maintaining time accuracy. 

The histories of aerodynamic loads such as lift, drag and pitching moment are evaluated and 
compared with experimental data. The detailed vortex patterns, vorticity distribution, surface 
pressure and shear stress are investigated. 

For a more proper simulation of the complex environment of rotors in forward flight, a dynamic 
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stall due to simultaneous fluctuations in velocity and pitch angle[13) are also computed and the 
effect of the combined motion on the histories of aerodynamic loads and vortex structures are 
investigated. 

II. Compressible Navier-Stokes Equations 

The governing partial differential equations under consideration are the two dimensional 
unsteady, compressible, full Navier-Stokes Equations in moving grid domain. These equations are 
transformed from the Cartesian reference frame (t, x, y) to the arbitrary curvilinear coordinate 
(T, ~. 11) where~ and 11 are along the chordwise and normal directions of airfoil, respectively. The 
transformed equations written in conservation-law form are given by 

alj + aE: + aF = _1_[aEv + aFvJ 
oT a~ a11 Rea a~ a11 

where the vector of conserved variables Q and fluxes are given by 

' _ 1 pu 

[ 
p l Q-ype", E = 1 

J 
pU I puU + P~x 

pvU + P~y 
(e+p)U-~,p 

The contravariant velocities U and V are defined by 

(1) 

where x, and YT are the grid speeds in the x and y directions, respectively, and the pressure p is 
given by the equation of state for a perfect gas 

(3) 

These equations have been nondimensionalized by chord length and free stream values. 

III. Numerical Procedure 

Spatial Differencing 

In the present study, a finite-volume upwind-biased flux-difference-spliuing algorithm of Roe 
and Beam & Warming's ADI method are used for computing the flows around moving airfoils. The 
upwind discretizations such as flux-vector splitting (FVS) of van Leer[14] and flux-difference 
splitting (FDS) of Roe account for the local wave propagation characteristics of the flow and they 
can capture shock waves sharply. One of the most important advantages of the upwind difference is 
that these discretizations are naturally dissipative and consequently do not require additional 
artificial dissipation terms or adjustment of free parameters to control the dissipation. The FDS of 
Roe has less dissipation than the FVS of van Leer and can produce more accurate results for viscous 
computations[12]. 

In Roe's approach, the flux difference between two neighbouring states at the cell interface is 
divided into component parts associated with each wave speed. The numerical normal flux 
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component of Roe at the cell can be written for the~ direction as 

(4) 

where A is the Jacobian matrix with the Roe-averaged values and lA I (QR - QL) the dissipation 
term contributions to the interface flux. 

The QL and QR are the state variables to the left and right of the cell interface. The time metrics 
for the grid motion are included in this evolution. The state variable at the interface is constructed 
from nonoscillatory interpolation of primitive variables q = (p, u,u, v, p) where high-order accurate 
differencing is given by one-parameter family 

(5) 

where 'V and 6. are backward and forward difference of q, respectively, that are limited using 
Koren's differentiable limiter to ensure the monotone interpolation across discontinuities in the 
solution(15]. The parameter K in Eq. (5) controls a family of difference schemes by appropriately 
weighting 'V and 6.. For all of the results presented, K = 1/3 was used for the third-order 
discretization. 

The viscous flux terms are discretized using standard second-order central differencing. 

Implicit Temporal Discretization 

The AF-ADI method of Beam & Warming and Newton subiteration are used in the present 
study of time integration. The AF-ADI method in two dimensions is unconditionally stable and thus 
allows the selection of the time step size based on the temporal accuracy be dictated by the problem 
being considered, rather than on the numerical stability of the algorithm. Consequently, an 
appropriate time step may be selected for the unsteady problem. 1l1is time step however, may still be 
relatively small so that resolving the motion requires extensive computational effort, especially for 
viscous flow where very dense grids are used. And the accumulations of linearization and 
factorization errors due to large time step can degrade the temporal accuracy for unsteady flows. The 
Newton subiteration method has proven to be effective in reducing the computational work by 
reducing above errors while maintaining the time accuracy. 

With three point backward Euler time integration, a second order time accurate scheme for 
Eq.(1) can be written as 

[
!.._ + 1._6.,. aR ]"t.Q" = _l_6.-rR"(1) + _l_l>.Q"-1 
1 3 aQ 3 3! 

(6) 

where R is the steady state terms of Eq. (1) and aR;aQ the Jacobian of flux vectors. The residual is 
computed using FDS of Roe, but the exact Jacobian of FDS is too expensive to compute and thus 
the Jacobians of van Leer flux(14] are used in the LHS(6). The Jacobian of viscous flux in 11 
direction is inc! uded. 

The implementation of subiterations into the scheme described by Eq. (6) is a simple additional 
term added to the right hand side and a redefinition of 6.Q" on the LHS(6). 

(7) 

where 6.QP is defined as 6.QP+I - 6.QP and pis the subiteration count. In general, p decreases as 6.T 
is reduced. At convergence, QP = Q"+l. When p=O, QP = Q", and the system reverts to the 
noniterative scheme. 

All boundary conditions except the wall condition are applied explicitly and the mean free stream 
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conditions are used for initial conditions. 

Dynamic Grid Generation 

The initial grid was generated by using conformal maping method [16]. A 161X41 C-type grid 
which has fine clustering to the body surface in the normal direction was used to resolve the viscous 
zone (Fig.1). The normal distances of the first grid points at the surface are less than O.OOOOlC. The 
grid system is attached to the airfoil and has rigid body motions with the airfoil. The origin of the 
coordinate is located at quarter chord. The dynamic grid for a pitching airfoil can be presented as 

x"+l = cos(C.a)x" + sin(C.a)y", y"+l = -sbz(C.a)x" + cos(C.a)y" (8) 

(9) 

The fluctuation component of the free stream velocity in combine dynamic stall is included in the 
grid velocity xT. 

IV. Numerical Results and Discussion 

For the validation of the developed code, this flow solver was extensively used to calculate 
unsteady flows such as small. pitch oscillation, plunging motion, and translational motion of 
airfoil[17]. The results show good agreements with unsteady experimental data or other numerical 
results even for calculations using large Courant number (order of 103 - 104) with only 2 or 3 sub
iterations. This Newton sub-iterative procedure reduced the errors of factorization and linearization, 
so that larger time steps can be used and substantial reduction in computer time is obtained with no 
Joss in accuracy. The effects of implicit boundary condition and viscous Jacobian on stability and 
convergency have been investigated. Turbulent viscosity is evaluated using the Baldwin-Lomax 
algebraic model[18]. Wu et al. [8] and Rizzetta et al. [19] showed that no clear trend could be found 
favoring the use of higher-order turbulence models in massively separated flows. 

Dynamic Stall Due to Pitch Oscillation 

The unsteady flowfield around a NACA0012 airfoil oscillating in pitch about its quarter chord 
has been investigated. The pitching motion is 

a = ao + «msin (2M .kT) , ao= 15° , am= 10° , k=0.151 (10) 

where a 0 and <Xm are the mean and amplitude of angle of attack, and k is the reduced frequency 
defined as we (2U •. The freestream Mach number, Reynolds number U .c!v and period (2 phi )/(2 
M sub inf k) were 0.283, 3.45 x 106 and 73.517, respectively. 

When C.T is 0.05, a stable and time step independent solution was obtained with two 
subiterations. Each cycle of oscillation required about 1500 time steps and 3000 subiterations (total 
4500 iterations). Wu et al. [7] needed 14000 time steps per cycle, therefore we can save about two 
thirds of the computer time. It was also verified that the viscous Jacobian and the implicit treatment 
of the wall boundary condition enhanced the convergency with respect to subiteration at each time 
level. It was shown that a little modification to the turbulent model and the transition model can 
change the incipient of separation and development of a dynamic stall vortex. 

The development of unsteady flowfields is shown in Fig. 2. in terms of instantaneous streamlines 
and iso-vorticity contours. The pitching airfoil passes the static angle(about 13°) without any 
discernible change in the viscous or inviscid flow around the airfoil. However, boundary layer on the 
upper surface grow considerably. A separation of the boundary layer near the leading edge and the 
development of the leading+ edge vortex is observed at a = 20°. During the upstroke, the primary 
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leading edge vortex moves along the surface and continues to grow. In the meantime, the shear layer 
vortex at the upper surface near the trailing edge increases the shedding of reversed lower surface 
vorticity from the trailing edge. The shear layer vortex interacts with this reversed trailing edge 
vortex so that a pair of counter rotating vortices is formed at the trailing edge( a= 2SO). During the 
downstroke, the leading edge vortex moves away from the airfoil and shed into the wake, and the 
trailing counter rotating trailing edge vortex is increased( a= 24°). At a= 23.29°, the trailing edge 
vortex also sheds into the wake. Some weak vortices are subsequently developed and convect 
downstream. The flow reattachment process starts from the leading edge to the downstream as a 
decreases. 

Fig. 3 shows the aerodynamic loads on the airfoil. The present computation predicts lower lift and 
drag during the upstroke. At a = 24°, as a result of shedding of leading edge vortex, the lift drops 
drastically. The delay of leading edge vortex shedding and overprediction of the trailing edge vortex 
suction during the downstroke can be attributed to the turbulence model. It was shown that the 
Baldwin - Lomax model produce less diffusion than that was observed physically, so that stall is 
delayed(19]. 

The instantaneous surface pressures are shown in Fig. 4. The critical pressure coefficient for 
M== 0.283 is -7.875. 11te surface pressure shows that the local !low around the leading edge 
becomes supersonic. If a shock appears, it could dramatically affect the dynamic stall process, but no 
evidence of shock is found. After the leading edge vortex is developed, vortex induced suction peaks 
are shown. Fig. 5 represents the upper surface shear stress distributions. 

Dynamic Stall Due to Combined Motion 

For a proper simulation of dynamic stall of the helicopter rotor blade section in forward !light, a 
simultaneous velocity and angle of attack tluctuations are comsidered. The air velocity with respect 
to the blade airfoil during forward flight of the helicopter is high at the advancing side and low at 
the retreating side, but by flapping motion, the angle of attack is low at advancing side and vice 
versa. 

Only a out-of-phase motion is consdered : 

a = ao + amsin (2M okT) , ao= 15° , am = 100 

M, = Mo- Mmsin(2M 0ko), M 0 =0.283, Mm = 0.170, k=0.151, Re=3.45Xl06 (11) 

The fluctuation component of velocity,- Mmsin(2M 0kT), is included in x, so that x, = ay"+t + 
Mmsbz (2MokT). 

The two aerodynamic coefficients defined with respect to the free stream velocity relative to 
airfoil and mean velocity are compared. 

C - Lift 
L,O - 0 5 (M )2 ' • 'YPx o 

C _ Lift 
L,t - 0.5"fp=(M,]2 

(12) 

Fig. 6 shows the aerodynamic loads history of combined motion. The C L,r begins to rise faster 
with increasing incidence than before so that dynamic CL,t overshoot is increased compared to 
dynamic stall of pitching airfoil. The lift stall angle is also increased. These are the characteristics of 
dynamic stall in low Mach number(l]. The CL,O which means the lift over mean dynamic pressure 
produces no peak at high incidence. The drag and pitching moment have similar patterns compared 
to lift. 

Therefore, the out-of-phase motion of velocity and angle of attack reduced the peaks in the 
histories of the unsteady aerodynamic loads during the dynamic stall process. The aerodynamic load 
coefficients defined with respect to the velocity relative to the airfoil show the similar histories 
compared to the those of dynamic stall by the pitching motion. 
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V. Conclusion 

The unsteady flowficlds around a pitch oscillating and a pitch/velocity oscillating NACA0012 
airfoil are analyzed by solving the two-dimensional compressible Navier-Stokes equations with a 
moving grid. The inviscid flux terms are computed by using an upwind biased flux-difference
splitting (FDS) of Roc. For temporal discretization, ADI method with Newton subiteration are used. 

By reducing the linearization and factorization errors of implicit operator by Newton subiteration, 
a large time step can be used without degrading the temporal accuracy for dynamic stall. A 
substantial reduction in computer time, about two thirds of total time steps was accomplished, to 
resolve a pitching motion with no loss in temporal accuracy. 

The process of dynamic stall, such as the formation and convection of the leading edge vortex and 
details of the dynamic stall phenomenon have been investigated. The computed unsteady 
aerodynamic loads agree well with the experimental data. But the poor performance of the 
turbulence model at high angle of attack and in the wake region delayed the leading edge vortex 
shedding and overpredicted the trailing edge vortex suction during the downstroke. During the 
upstroke, the computed surface pressure shows that the local flow around the leading edge becomes 
supersonic. 

The simultaneous velocity and pitch oscillations in out-of-phase motion are also considered for a 
proper simulation of complex motion of helicopter rotor blade in forward-flight. The combined 
motion reduced the peaks in the histories of the unsteady aerodynamic loads during the dynamic 
stall process. The aerodynamic load coefficients defined with respect to the velocity relative to the 
airfoil show the similar histories compared to the those of dynamic stall by the pitching motion. 
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o: = 25.00°, Pcilk 

Fig. 2 Instantaneous Streamlines and !so-vorticity C..ontours 
NACA0012, M« = 0.283, Re 3.45x 106 , o: = a 0 + o:msin(2M~h), ao 15", am= 100, k=0.151 
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