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OPTIMISATION OF DIFFERENTIAL INFRARED THERMOGRAPHY FOR UNSTEADY BOUNDARYLAYER TRANSITION MEASUREMENT
C. Christian Wolf Christoph Mertens Anthony D. GardnerGerman Aerospace Center (DLR), Institute of Aerodynamics and Flow Technology,37073 Göttingen, Germanychristian.wolf@dlr.de

Christoph Dollinger Andreas FischerUniversity of Bremen, Bremen Institute for Metrology, Automation and Quality Science,28359 Bremen, Germany

AbstractDifferential infrared thermography (DIT) is a method of analyzing infrared images to measure the unsteadymotion of the laminar–turbulent transition of a boundary layer. It uses the subtraction of two infraredimages taken with a short time delay. DIT is a new technique which already demonstrated its validity inapplications related to the unsteady aerodynamics of helicopter rotors in forward flight. The current studyinvestigates a pitch–oscillating airfoil and proposes several optimizations of the original concept. Theseinclude the extension of DIT to steady test cases, a temperature compensation for long–term measure-ments, and a discussion of the proper infrared image separation distance. The current results also providea deeper insight into the working principles of the technique. The results compare well to reference dataacquired by unsteady pressure transducers, but at least for the current setup DIT results in an additionalmeasurement–related lag for relevant pitching frequencies.

NOMENCLATURE
c Chord length, c = 0.3m
c f Skin friction coefficient
cl Lift coefficient
cp Pressure coefficient
C Fluid specific heat capacity, J/m3/K
f Pitching frequency, Hz
k Reduced frequency, k = π f c/V1M1 Freestream Mach number
_qc Convective heat flux, W/m3

Re Reynolds number
t Time, s
T Airfoil surface temperature, K or counts
T1 Freestream temperature, K
V1 Freestream velocity, m/s
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x Coordinate along the airfoil’s chord line, m
xtr Transition position, m
Greek symbols

α geometric angle of attack, deg
α mean value of the angle of attack, deg
α̂ amplitude of the angle of attack, deg
� Difference between two values
�Tp DIT peak height, counts
ρ Density, kg/m3

σCp Standard deviation of the pressure coefficient
Abbreviations

1MG One–meter wind tunnel GöttingenDIT Differential infrared thermographyDLR German Aerospace CenterIT Infrared thermography

1. INTRODUCTION
Boundary layer transition affects the aerodynamicperformance of aircraft due to the different lev-els of skin friction in the laminar and turbulentregimes. Aircraft design therefore strives to controlthe amount of laminar flow over a wetted surface.This also holds true for the design of helicopter
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rotors 1,10,26, but the flow structure is very complexwhen considering the periodically changing condi-tions on the advancing and retreating sides of a ro-tor in forward flight. An experimental study of thisphenomenon must therefore be capable of mea-suring the unsteady motion of the transition region.In contrast to this, the prediction and experimen-tal determination of the static transition locationunder steady flow conditions has reached a highlevel of maturity, which also covers rotors in hover.Available experimental methods include infraredthermography as applied on model rotors 11 or full–scale helicopter rotors 17,20, chemical sublimationtechniques21, skin–friction oil–interferometry22,27,or temperature sensitive paint28.Unsteady transition as encountered in forward–flying rotors requires experimental techniques withsmall response times, as for example hot–film se-tups. This method was applied both on pitchingairfoils7,8,19,24 and model rotors in simulated for-ward flight 14. A rather new approach is the analy-sis of the cycle–to–cycle variation of dynamic pres-sure transducer signals, which is termed “σCp”3,4and used as a reference in the current measure-ments. The response frequency of hot–film sensorsand dynamic pressure transducers is usually in thehigh–kHz range and much larger than the applica-tion frequencies. They measure the transition posi-tion and its aerodynamic hysteresis without the in-troduction of additional measurement–related timedelays. On the downside, all methods based on indi-vidual sensors have a limited spatial resolution, andthe sensor integration into rotor blades is very com-plicated. These shortcomings motivated the devel-opment of the differential infrared thermography(DIT).The DIT technique was proposed by Raffel etal. 13,15, who demonstrated the concept for bothpitching airfoils and rotor blades. The surfaces wereradiation–heated using spotlights to study the dif-ferent convective heat transfer in the laminar andturbulent boundary layer regimes. The fundamen-tal idea of DIT is to subtract two infrared imagestaken with a small time separation to visualizeshort–time events such as transition motion and tocancel out the time–averaged temperature distri-bution. Richter et al. 19 later compared DIT to hot–film sensors and pressure transducers on a pitch-ing airfoil. The study underlined the validity of DIT,but also revealed some problems. These includethe introduction of an additional time/phase lag incomparison to the well–established fast–responsemethods, and an erroneous behavior at the reversalpoints of the transitionmotion. Gardner et al.6 useda numerical simulation of the airfoil’s thermal re-sponse in order to understand the measurement–

related lag, showing that the separation of the sub-tracted infrared images is crucial for the accuracyof the method. The first application to a large–scalerotor in simulated forward flight was presented byOvermeyer et al. 12. In this study DIT showed thatthe boundary layer on the blade’s lower surfaceswitches between laminar and turbulent states, andthat the turbulent wake of trip dots follows the flowincidence angle at different azimuth positions. Theauthors also stress that a comparison to referencetransition data from well–established techniques isdesirable in order to support the understanding ofthe complex flow patterns. Refs.5,16 extended theDIT measurement principle to detect unsteady flowseparation in addition to the transition motion.The current study aims to improve the funda-mental understanding of DIT and to optimize theexperimental procedure and the data processing al-gorithms. Therefore a pitching airfoil is investigatedrather than a rotor blade since this simplifies theexperimental setup and promotes the acquisitionof a large dataset with a variation of multiple pa-rameters. The basic DIT principle is revisited forconstant–pitch test cases with an angle of attack–variation, underlining that the method is also a use-ful tool for steady or quasi–steady boundary layertransition detection. The static results are then com-pared to unsteady test cases, and the influence ofthe data evaluation on the quality of the results isdiscussed in detail.
2. EXPERIMENTAL SETUP
The current study investigates the boundary layertransition on the suction side of a quasi twodimensional airfoil with a similar experimentalsetup to that chosen by Gardner et al.5, who fo-cused on dynamic stall detection using differen-tial infrared thermography. An instrumented wind–tunnel model 19 with the DSA-9A helicopter airfoil,see Fig. 1, was installed into the open test section ofthe “one-meter wind tunnel” (1MG) at the GermanAerospace Center (DLR) in Göttingen.
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Figure 1: DSA-9A airfoil geometry and pressure tapdistribution, reproduced from Richter et al. 19.
The airfoil has a chord length of c = 0.3m and aspan of 0.997m, it was equipped with end plates
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to improve the two–dimensionality of the flow.The freestream velocity was set to V1 = 50m/s(M1 = 0.14, Re = 1.0 � 106). An electric actuationmechanism developed by Merz et al.9 was used torotate the airfoil around its quarter chord for bothconstant–pitch test cases and pitching test caseswith sinusoidal–motion parameters:
(1) α(t) = α � α̂ � cos (2π f t) .

In this definition the minimum angle of attack α isat phases of tf = 0 and 1, whereas the maximumangle of attack α is at tf = 0.5. The notation will beabbreviated in the following sections. For example,“α = 4� � 7�” refers to a pitch motion with a meanof α = 4� and an amplitude of α̂ = 7�. A summaryof the parameter range considered in this study isgiven in Tab. 1.
Parameter value or range

mean pitch α , deg 4 (static:�4 . . . 12.5)
pitch amplitude α̂ , deg 1, 2, 3, 4, 5, 6, 7, 8

freestream vel.V1,m/s 50

pitch freq. f , Hz 0.25, 0.5, 1, 2, 4, 8

red. freq. k = π f c/V1
0.005, 0.009, 0.019,
0.038, 0.075, 0.151

no. of infrared images static: 1000dynamic: 5000
heating T � T1,K static: ca. 5� 6dynamic: ca. 10� 12

Table 1: Variation of experimental parameters, de-fault values are printed in bold.
The airfoil was equipped with 50 Kulite® pressuretransducers whose positions were optimized with aview to the lift coefficient discretization error 19, seethe red marks in Fig. 1. The signals of the pressuretransducers were acquired through a data recorderat a sample rate of 200 kHz. For each test condi-tion the pressure data was recorded for 10 s (staticcases) or 50 s (dynamic cases). The airfoil’s geomet-ric angle of attack α as measured by laser triangu-lators and the status signals of the infrared systemwere stored simultaneously to synchronize the dif-ferent measurement systems.The high–speed infrared camera “FLIR SC7750–L”features a Cadmium–Mercury–Telluride sensor witha spectral range of 8.0 � 9.4µm and a size of

640� 512 px. The camera was mounted 2m abovethe airfoil, see Fig. 2, and equipped with a 50mm fo-cal length lens. The image integration time was set

to 190µs, which is small enough to freeze the air-foil’s motion for the studied pitch parameters. Theimage acquisition frequency of the infrared cam-era, 99.98Hz, is slightly de–tuned to integral mul-tiples of the airfoil’s pitching frequencies. The in-frared images are therefore not phase–locked butslowly sweep through the airfoil’s pitch cycle. As-suring that a sufficient number of pitch cycles pertest point is recorded and that cycle–to–cycle differ-ences are negligible, this results in a high resolutionof the pitch phase with �tf = 2 � 10�4 and allowsfor a systematic study of the influence of the DITimage separation distance.
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Figure 2: Sketch of the wind tunnel setup, not toscale, reproduced from Gardner et al.4.
A spotlight with a power output of up to 1500Wwas mounted next to the infrared camera. The ra-diative heat flux was measured with a power me-ter and is roughly 1500W/m2 over 0 � x/c � 0.5reducing to 420W/m2 at the trailing edge. This re-sults in a temperature difference of 10K to 12K be-tween the airfoil’s upper surface and the freestreamtemperature for dynamic test cases. In constant–pitch test cases the heating was reduced to a tem-perature difference between 5K and 6K.An instantaneous IR image for a static test casewith α = 1.5� is shown in Fig. 3, the flow di-rection is from left to right. The infrared intensityof the airfoil’s surface is in the range of 9000 to

10000 counts. The conversion factor is between
8.4mK/count at T = 299K and 50mK/count at
T = 320K with a noise equivalent temperaturedifference of 35mK, see Ref.5. However, the cam-era images were not temperature–calibrated sincethe DIT method does not depend on absolute lev-els. The following sections use the infrared intensitymeasured in “counts” as a synonym for the surfacetemperature T .In Fig. 3 both leading and trailing edges can beidentified as vertical lines against the dark back-ground. An automated detection of the edges isused to map the chordwise coordinate x in instan-taneous images. The transition region is marked
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Figure 3: Infrared image for a static case, α = 1.5�.

by the blue rectangle, in which the intensity grad-ually decreases due to the increasing convectiveheat transfer in the turbulent boundary layer. Thetransition is slightly closer to the leading edge inthree small spanwise regions marked by orange ar-row markers, this results from an increased surfaceroughness due to pressure taps (central region) orsilver–paint fiducial markers (upper/lower region).The area used for DIT evaluation is marked by redlines, it covers 70 pixel (about 0.037m) in the span-wise direction. The transition was found to be two–dimensional in this area, and the infrared signal willlater be averaged along this direction to reduce thecamera noise.
3. DATA PROCESSING AND RESULTS
3.1. IT and DIT for static test cases
Static–pitch test cases serve as a reference for theunsteady cases and demonstrate both the generalidea of DIT and its validity under steady conditions.It is expected that the surface temperature T ofthe heated airfoil is predominantly governed by theforced convective heat transfer. The Reynolds anal-ogy connects the heat flux _qc to the friction drag co-efficient c f

25,
(2) _qc =

c f

2
�C � ρ �V1 � (T � T1),

with the fluid’s heat capacity C, density ρ , thefreestream’s velocity V1, and temperature T1. As-suming that at thermal equilibrium _qc equals a con-stant incoming heat flux of the spotlights, and thatother mechanisms of heat transfer have a minor in-fluence, the surface wall temperature T is inverselyproportional to c f .The coefficient c f was estimated using viscousboundary–layer solutions provided by the 2D Eulersolver MSES2, since the skin friction was not directly

measured in the current experiments. The squaresymbols in Fig. 4 (top) correspond to the measureddistributions of the pressure coefficient cp for twodifferent static angles of attack. The lift coefficient
cl was determined through integration using DLR’sin–house code “cp2cl”, which yields cl = 0.22 for
α = 4� and cl = 0.36 for α = 7�. The MSES solu-tions were calculated for the same cl–values, seethe solid lines in Fig. 4 (top). They are in reasonableagreement to the experimental results. It is notedthat the corresponding MSES angles of attack aresmaller than the experimental values due to 3D–and wind–tunnel wall interference effects.
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Figure 4: Pressure coefficient cp (top) and upper sur-face friction coefficient c f (bottom) for static α .
The boundary layer transition on the airfoil’s up-per surface can be seen by the small kinks in thepressure distribution, see the blue and green ar-row markers, whereas the lower surface is almostfully laminar. The MSES results for c f are shown inFig. 4 (bottom). The skin friction strongly decreasesin the laminar region starting at the leading edge. Itsharply increases in the transitional region betweenabout 0.20 < x/c < 0.34 depending on α , andthen slightly decreases in the fully turbulent regimetowards the trailing edge. The c f –distributions for

α = 4� and α = 7� are very similar except for theupstream motion of the transition. This illustratesthe basic idea of DIT 13,15, which assumes that thetransitionmotion is the dominant source of temper-ature changes in the infrared images.The time– and spanwise–averaged surface tem-perature distribution as measured in the DIT re-gion for α = 4�, see Fig. 5, has an inverse trendto the corresponding c f –distribution. This under-lines the applicability of Eq. (2). The temperaturestrongly increases in the laminar region, x/c < 0.26,but then sharply drops in the transitional region,
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Figure 5: Temperature distribution, α = 4�.

0.26 � x/c � 0.34. Further downstream the tem-perature is nearly constant up to about x/c = 0.5and then slowly decreases towards the trailingedge. The last part contrasts with the slightly de-creasing c f in the fully turbulent boundary layerand is caused by an inhomogeneous and decreas-ing radiative heating. Nevertheless, the tangents inthe laminar, transitional, and turbulent regime canbe determined, see the gray lines in Fig. 5. Usingthe method of Schülein23 the intersections of theselines correspond to the start and end of the transi-tion region, with a 50% intermittence in its geomet-ric center. For the current data this point is also invery good agreement to the location of the steep-est temperature gradient dT/dx. The procedure ofstatic transition detection for an individual pitch an-gle is termed “infrared thermography” (IT) in the fol-lowing.Static polar data was acquired with a stepping of
�α = 0.5�. Fig. 6 (top) shows four pairs of temper-ature distributions between α = �2� and α = 7.5�with the transition moving upstream for an increas-ing angle of attack. Note that for α = �1.5� and
�2� (red lines), an exact localization of the transi-tion region using IT is somewhat ambiguous due toits large streamwise extent and its proximity to thetrailing edge.The IT result for the entire α–polar is shown inFig. 7. The 50% intermittence point is representedby a green line. Its motion towards the leading edgeis fast in the region of about �1� � α � 2.5�or 0.75 � x/c � 0.4. This results from the flatpressure distribution and the small pressure gradi-ents dcp/dx in this chordwise area, e.g. see Fig. 4(top). The blue symbols in Fig. 7 correspond to theidentified transition locations as seen by the σCp–method, which evaluates the cycle–to–cycle stan-dard deviation of the dynamic pressure transduc-ers3. The σCp–results are mostly within the IT tran-sition region (gray lines) but slightly upstream of the
50% intermittence point, with a deviation betweenabout 1% and 4% of the chord length.
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Figure 6: Intensity profiles (top) and DIT (bottom) forstatic α .
Applying the idea of DIT to static data, the tem-perature difference �T of two measurements witha separation of �α = α2 � α1 = 0.5� is calculated,as shown in Fig. 6 (bottom). The static data is as-sumed to be void of both aerodynamic and thermalhysteresis effects. The distributions have negativepeaks since α2 > α1, that is, the larger heat con-vection of the turbulent boundary layer moves to-wards the leading edge. Following the argumenta-tion of Richter et al. 19 and Gardner et al.6, the peakposition relates to the transition position xtr of theaverage angle

(3) α =
α1 + α2
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This is verified in Fig. 7, in which the 50% intermit-tence position for IT (green line) and the transitionposition for DIT (red diamond marker) agree within1% of the chord length.The negative DIT peak height �Tp is shown inFig. 8 as a function of the angle of attack after Eq. (3)for the static polar. The peak height is not analyzedquantitatively during DIT processing, but it deter-mines the signal–to–noise ratio of the peak positiondetection, which will be crucial in later dynamic testcases.
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Figure 8: DIT peak height for static tests,�α = 0.5�.
For steady–state DIT, it can be shown that thepeak value �Tp linearly scales with the transi-tion motion, �(xtr/c), and the steepness of thetemperature distribution at the transition location,

dT/d(x/c)x=xtr. Consequently, large DIT peaks ex-ceeding �200 counts are observed between �0.5�and 2�, where the transition moves quickly inthe upstream direction. At larger angles of attack
α > 2�, the transition motion is smaller and de-creases towards the leading edge, which in combi-nation with a slightly increasing steepness of thetemperature distribution results in an almost con-stant peak level �Tp around �100 counts. For
α < �1� both the transition motion and the steep-ness of the temperature distribution decrease,which yields a diminishing DIT peak signal towardsthe trailing edge.
3.2. DIT for pitching test cases
3.2.1. General procedure
The application and interpretation of DIT ismore complex in pitch–oscillating test cases dueto aerodynamic and thermal hysteresis effects.Fig. 9 shows the instantaneous temperature dis-tributions at the minimum and maximum pitchangles for sinusoidal motions with α=4��3�,
V1=50m/s, and three different reduced frequen-cies k = 0.005, 0.009, 0.038 (0.25Hz, 1Hz, 2Hz).Arbitrary offsets were added to the graphs to im-prove the readability of the figure. For reference,

also the static case k = 0 is repeated from Fig. 6.Note that the heating of the static case was lower(see Sec.2), which can be seen by a reduced tem-perature gradient dT/dx in the area of the leadingedge.
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Figure 9: Intensity profiles for α = 4��3� and pitch-ing frequencies k = 0, 0.005, 0.009, 0.038.
In the expected region of the transition move-ment between both pitch angles, circa x/c = 0.22to 0.53 (dashed vertical lines), the temperaturesfor α=7� (green lines) differ from the tempera-tures for α=1� (black lines). However even for thelowest frequency of k=0.005 (0.25Hz) this differ-ence is much smaller than in the static case despitethe higher heating. With increasing frequency k thetemperature differences further decrease, meaningthat the temperature at a given x/c approaches aconstant level between the laminar and turbulenttemperatures due to the limited thermal respon-siveness of the model surface. Therefore, the in-stantaneous transition position and the overall tem-perature distribution are decoupled, and steady–state transition detection methods relying on thespatial temperature gradient (for example as shownin Fig. 5) fail. Nevertheless, Refs.6,13,15,19 prove thatthe transition still results in meaningful temporaltemperature gradients, which motivates the appli-cation of DIT.Fig. 10 (top) shows the temperature profiles forthe k = 0.038–case (2Hz) at α = 4� " and 4.5� "during the upstroke, and the difference is barely vis-ible in this scaling. A subtraction reveals the nega-tive DIT peak which is discernible against the back-ground noise level, see Fig. 10 (bottom). This dy-namic �T–distribution can be compared to the re-spective static result with �α = 4.5� � 4�, seethe dash–dotted blue graph in Fig. 6. The dynamicpeak height is less than 20% of the static value,
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Figure 10: Intensity profiles (top) and DIT (bottom),
α = 4� � 3�, k = 0.038.
�20 counts versus �110 counts, due to the ther-mal inertia of the model surface.The next step evaluates a pitch motion with
α = 4� � 7�, in which the transition motion coverslarge parts of the airfoil. Both the aerodynamic andthermal hysteresis are considerable when choosing
k = 0.075 (4Hz). Up to this point the DIT was al-ways calculated for an angle of attack–difference of
�α = 0.5�. This value cannot be kept constant forsinusoidal motions since the pitching velocity variesas a function of the phase tf and approaches zeroat the upper and lower reversal points. Therefore,in agreement with Refs. 13,15,19, a constant phase dif-ference was chosen for DIT processing. The currentexample uses a separation of �tf = 0.01 result-ing in angle of attack–differences �α with a max-imum of 0.5� (upstroke) and a minimum of �0.5�(downstroke). The 5000 infrared images of the testcase are sorted in ascending phase, and for eachimage pair with t and t +�t the DIT peak is de-tected as shown in Fig. 10. The peak search regionwas restricted to �0.25 chord lengths around thecorresponding static transition position, this choiceincludes hysteresis effects but removes some out-liers.Fig. 11 shows the raw DIT data versus the pitchphase tf as black dots, together with the angle ofattack scaled between 0 and 1 as a gray dashedline. The transition position xtr can be unambigu-ously identified during large parts of the up– anddownstroke. Towards the reversal points unreliabledata is expected since the DIT separation �α andthe transition motion approach zero. This can beseen by means of moderate data scatter around
tf = 0.5, at the upstream reversal of the transi-tion motion. For tf < 0.16 and tf > 0.90, cor-responding to the downstream reversal, large data

scatter outweighs the valid DIT transition results.In this area the decreasing DIT separation com-bines with the decreasing temperature differencestowards the trailing edge, which was already shownin the static data (Fig. 8) to effectively prevent DITevaluation.
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Figure 11: DIT result, α = 4� � 7�, k = 0.075.
The raw transition data was filtered using a simi-lar approach as in Ref. 19. The data points are sortedin 100 equidistant bins along the phase tf and themedian of xtr is calculated for each bin, see the redline in Fig. 11. The standard deviation of the binsrepresents the local magnitude of data scatter. Thisvalue can be taken as a criterion to identify invaliddata. An arbitrary threshold of 5% was used in thecurrent case, which excludes unreliable data at thelower pitch reversal from further evaluation.In Fig. 12 the filtered DIT result (red line) is plot-ted versus the angle of attackα , revealing a hystere-sis between the up- and downstroke of the motionwhich is approximately symmetric to the static tran-sition position (gray line).
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The σCp–procedure (blue rectangular symbols)has a smaller hysteresis. This indicates that DIT in-troduces a measurement–related lag in addition to

Presented at 44th European Rotorcraft Forum, Delft, The Netherlands, 19–20 September, 2018.
This work is licensed under the Creative Commons Attribution International License (CC BY). Copyright © 2018 by author(s).

Page 7 of 14



the aerodynamic hysteresis. A detailed analysis ofthis effect will be presented in Sec. 3.2.3. On theaverage, the transition locations measured by σCpare further upstream in comparison to DIT, whichcorresponds to the static results (Fig. 7) and mostprobably results from the surface disturbances ofthe pressure taps.
3.2.2. Compensation of temperature drift
The current de–tuning of the camera acquisitionand pitching frequencies, see Sec. 2, means that theDIT separation can be chosen as integral multiplesof the minimum value �tf = 2 �10�4. On the down-side, two images with a small phase difference mayhave a large wall–clock time difference, which raisesthe question of the influence of temperature drift.This is demonstrated for the test point of the pre-vious section, α = 4� � 7� at k = 0.075. Fig. 13shows the temperature drift as function of x/c andthe test time with a total duration of about 50 s. Thedrift was determined using a temporal low–pass fil-ter which applies a sliding average window twice aslarge as the pitching period. By tendency, the areabetween x/c = 0.1 to 0.2 cools down whereas thearea between x/c = 0.3 to 0.9 heats up. This non–uniform evolution is unlikely to be caused by a driftof the freestream flow temperature or the heatingintensity. It is more likely that the surface of the air-foil was not in a thermal equilibrium at the start ofthe test point, even though the pitch motion wasturned on prior to the first infrared image for about
20 s to 30 s required for a fine–tuning of the motioncontroller. A similar drift is found in the majority ofthe current test points, indicating that it is a gen-eral problem, and that the thermal inertia of themodel surface is too large to wait for equilibriumunder the constraints of limited wind–tunnel time.A drift of 10 counts corresponds to roughly 0.5Kover 50 s of test time. Gardner et al.6 suggest thatroughly 10min of wait time after setting the motionwould reduce this drift by a factor of 10.The temperature drift can be compensatedthrough a subtraction of the low–pass filtered sig-nal. Fig. 14 shows the DIT differential temperaturedistribution at a phase of tf = 0.47 (α = 10.9� ").The chosen phase separation �tf =0.01 of the twounderlying infrared images is small, but the wall–clock time separation is large, about 39 s. In thetemperature–compensated DIT (red line) a singlenegative DIT peak at x/c = 0.15 clearly marks thetransition motion. In the non–compensated DIT(black line) the same transition peak is superim-posed with a strong temperature drift. The DIT peakis distorted and hardly detectable by automated al-gorithms, and its position is slightly biased. There-
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Figure 13: Sample temperature drift of the airfoil.
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Figure 14: Example for DIT temperature compensa-tion.
fore, DIT results discussed in the previous and nextsections are corrected for the temperature drift,without further notice.
3.3. Influence of DIT separation
Gardner et al.6 showed that the separation dis-tance �tf between two temperature distributionsprocessed by DIT has a decisive influence on thequality of the results. Smaller separations result insmaller lags between the measured and the truetransition positions, since the influence of the air-foil’s thermal inertia is reduced. On the other hand,also the DIT peak height and therefore the signal–to–noise ratio is reduced. The effects will be studiedin more detail by revisiting the reference test caseof Sec.3.2.1, α = 4� � 7� at k = 0.075.Fig. 15 shows the unfiltered DIT results for theseparations �tf = 0.005 (top, green symbols) and
�tf = 0.05 (bottom, blue symbols). The results aregenerally similar, but the smaller separation yieldsa larger scatter. This can be explained by the cor-responding �T peak heights shown in Fig. 16. Asexpected from the larger convective heat transfer
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Figure 16: DIT peak height, �tf = 0.005 and 0.05.

in the turbulent boundary layer, the peaks have anegative sign (cooling) when the transition movesforward and a positive sign (heating) when the tran-sition moves backward. The higher separation (bluesymbols) results in distinct DIT peaks of up to about
�50 counts, whereas the peaks of the smaller sep-aration (green symbols) are at the edge of the noiselimit, which is about �5 counts for the current in-frared imaging setup.Apart from the higher signal–to–noise ratio theDIT transition position of the large �tf , see Fig. 15(bottom), has three discontinuities which do not oc-cur for the small �tf . Two voids are formed dur-ing the up- and downstroke at about tf = 0.21and tf = 0.86, the former region is shown inthe black–framed detail. At this point the choice of
�tf = 0.05 results in a large pitch difference of

�α = 2.4� and a large transition motion of morethan 0.3 chord lengths. The corresponding differen-tial temperature distribution is shown as the blackline in Fig. 17. The DIT peak is not only very broaddue to the large transition motion, but it begins tosplit up into two separate peaks with a dent in be-tween. This violates the single–peak assumption ofthe DIT method. The detected peak positions ran-domly switch between both double–peaks, forminga void in the result data between xtr/c = 0.52 and
0.53. It is noted that the same effect can also beobserved when increasing the pitch difference ofthe static DIT evaluation from �α = 0.5� to valueslarger than �α = 2�, even though this was not dis-cussed in Sec. 3.1.
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Figure 17: Erroneous DIT results, �tf = 0.05.
The third gap in the results for �tf = 0.05 oc-curs at the upstream reversal point of the transition,about tf = 0.56. It is shown by the red–framed de-tail in Fig. 15 (bottom). This phenomenon was firstdiscovered in Ref. 19 and studied in more detail inRef.6. The sign of the DIT peak switches from nega-tive to positive at the reversal point. Both states arecoexistent due to the thermal hysteresis particularlyfor large DIT separations, and again the double–peak structure in the temperature difference yieldserroneous results. This is shown by the red line inFig. 17. The current evaluation detects the tempera-ture peak regardless of its sign, i.e. as the maximumvalue of �T . Therefore, the peak position randomlyswitches between the positive and negative peaks.Ref.6 implies that the peak search algorithm shouldbe modified to differentiate between forward mo-tion (negative peak) and backward motion (positivepeak). This requires apriori knowledge of the ex-act transition reversal point, which lags behind thepitch reversal. The current work shows that insteadthe DIT separation can be reduced up to a pointwhere this double–peak effect merges into the gen-eral noise level, see Fig. 11 and Fig. 15 (top). It isnoted that the same problems are also expected atthe rearward motion reversal6. This cannot be ob-served in the current pitch motion, since the signal–
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to–noise ratio towards the trailing edge is too loweven for very large DIT separations.Finally the effect of the DIT separation �tf onthe measured hysteresis is studied. The angle ofattack in which the transition crosses a certain lo-cation x/c is determined for both up– and down-stroke of the pitch motion. The deviation betweenboth values, �α = α "�α #, is taken as a mea-sure for the hysteresis, corresponding to the hor-izontal distance between up– and downstroke inFig. 12. In addition, the hysteresis calculated by
σCp is subtracted from the respective DIT result,assuming that the fast–response σCp–method isclose to the true aerodynamic hysteresis. The dif-ference therefore represents the additional mea-surement hysteresis or thermal lag which is intro-duced by DIT. This additional measurement hystere-sis is shown in Fig. 18 for three transition locations
x/c = 0.19, 0.31, 0.43 and multiple separation dis-tances up to 0.075 of the pitch period. All threegraphs decrease approximately linearly from about
�tf = 0.075 to �tf = 0.03. The extension of thistrend is shown as a dashed gray line which crossesthe origin.
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Figure 18: Difference between DIT and σCp hystere-sis as function of �tf , α = 4� � 7� at k = 0.075.
This behavior was predicted in the DIT simu-lations by Gardner et al.6, which imply that themeasurement–related delay approaches zero whenthe separation distance is reduced. In contrast tothis prediction, the measured lags in Fig. 18 suc-cessively level out for separations smaller than

�tf = 0.03, and assume an almost constant DIT–to–
σCp–offset between 0.5� and 1� for �tf < 0.02.The largest offset occurs at x/c = 0.31, whichapproximately corresponds to the mean angle ofattack and the highest pitching velocity of the si-nusoidal motion. This relation will be evaluated inmore detail in the next section. For very small sep-arations, �tf < 0.005, the results are affected by

random scatter. This can be explained by the dimin-ishing signal–to–noise ratio of the DIT peak alreadydiscussed in Fig. 16. In summary, the current testcase yields a non–zero DIT measurement lag error.It can be minimized when choosing separations inthe range of �tf = 0.005 . . . 0.02, but it cannot beeliminated. This motivates the discussion of differ-ent pitching frequencies k, since it is known fromSec. 4.1 that DIT converges to the “true” IT resultsfor static cases with k = 0.
3.4. Discussion of pitch frequency and pitchamplitude effects
The DIT transition positions for different pitchingfrequencies between k = 0.005 (0.25Hz) and
k = 0.151 (8Hz) are shown in Fig. 19. The mean andamplitude of the motion, α = 4� � 6�, and the DITseparation of �tf = 0.01 were kept constant. Ex-pectedly the hysteresis between the up– and down-stroke increases with increasing k, which includesboth aerodynamic and measurement–related lageffects. The transition detection towards the rear-ward reversal point is better when reducing thepitch frequency, this is caused by an increasingsignal–to–noise ratio for slower transition motions.
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Figure 19: DIT transition results, variation of thepitch frequency k for α = 4� � 6�.
The influence of the DIT separation�tf on the DITmeasurement lag, see Fig. 20, is very similar to thereference case (Fig. 18). The optimal separation be-tween about �tf = 0.005 and 0.02 is independentof k, it is bounded by large scatter at smaller �tfand an increasing measurement lag at higher �tf .Smaller pitch frequencies generally yield a smallerirreducible measurement lag, see the black arrowin Fig. 20. This trend is shown by all k–values exceptfor k = 0.151. It is noted that the uncertainty inthe data is partly introduced by the scatter of the

σCp–hysteresis, which was subtracted from the DITresults.
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Fig. 21 shows the DIT transition results for pitchmotions with a constant mean angle of α = 4� anda constant frequency of k = 0.075, but a varyingamplitude between α̂ = 3� and α̂ = 8�. The am-plitude defines the extent of the transition motionbut also its speed and hysteresis, with larger α̂ re-sulting in larger lags. This is due to the effect of α̂on the pitch velocity, which can be derived from theformulation of the angle of attack in Eq. 1:

(4) dα

dt
= 2π f α̂ � sin (2π f t)

A more comprehensive overview is thereforeachieved by varying both pitch frequency and am-plitude. The results are then evaluated as a functionof the pitch velocity.
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Figure 21: DIT transition results, variation of thepitch amplitude α̂ for α = 4� and k = 0.075.
The hysteresis�α is studied at x/c = 0.31, whichis close to the transition position of the mean angle

α = 4� (see Fig. 7) and which is equipped with a

pressure tap. This means that the DIT–to–σCp com-parison can be conducted for the entire parame-ter range of Tab. 1. The pitch velocity is calculatedby averaging the two values for dα/dt at which thetransition crosses x/c = 0.31 during the up– anddownstroke. Both values are close to themean pitchangle and therefore close to the maximum velocityvalue of 2π f α̂ (Eq. 4).
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Figure 22: Transition hysteresis of DIT and σCp at
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The individual hysteresis of both techniques isshown as filled symbols in Fig. 22 (top). The coloredsymbols belong to DIT and the gray symbols belongto σCp. Two data points with the same filled markersymbols have the same frequency k but a differentamplitude α̂ . The pitching velocity is apparently thecorrect scaling parameter, at least for a given tran-sition location. This is evident regarding the cleartrend and the low scatter of the DIT data points. The

σCp–reference always has a smaller hysteresis thanDIT, and �α decreases with dα/dt roughly linearlytowards zero, which is expected for the true aero-dynamic hysteresis. The behavior of DIT is easier tounderstand when subtracting the respective σCp–values. The result is shown in Fig. 22 (bottom), rep-resenting the additional DIT measurement lag. Forpitch velocities between 15 deg/s and 200 deg/s thiserror is scattered between 0.6� and 1.1 deg/s with a
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slightly rising trend. For pitch velocities smaller than
15 deg/s a steep decrease towards zero lag can beseen, which is the expected result when approach-ing steady conditions.The unfilled triangular symbols in Fig. 22 is datataken from Fig. 23 in Richter et al. 19, who studiedthe same airfoil model at M1 = 0.3, Re = 1.8 � 106,and reduced frequencies between k = 0.01 and
k = 0.08. The data agrees well with the currentresults despite the different freestream conditions.Richter et al. applied a linear fit to the DIT datapoints and concluded that there is an offset at thezero frequency k = 0, which contradicts lag–freestatic infrared measurements. The current Fig. 22shows that Richter et al.’s smallest pitch rate of
20 deg/s is too large to capture the behavior to-wards k ! 0 correctly, but the current data closesthis gap towards static behavior.
4. SUMMARY AND CONCLUSION
A comprehensive study of a pitching airfoil was con-ducted to optimize the differential infrared ther-mography for boundary layer transition detection.The main results are summarized as follows:
• DIT can also be applied in static test cases,and results in an improvement of the transitionpoint detection for complex temperature dis-tributions. The results are in good agreementwith established steady–state infrared analysismethods, and DIT favors an unambiguous andautomated evaluation procedure. The static re-sults provide a–priori estimates for the transi-tion position in dynamic cases and thereby im-prove the peak search algorithm.
• The instantaneous temperature distributionwithin the transition–motion region of pitch–oscillating test cases is different from its staticcounterpart even at very low frequencies. Thetemperature approaches a phase–averagedstate between laminar and turbulent states.This prevents the application of steady–stateinfrared transition detection, and for DIT yieldsa much smaller signal strength compared tostatic cases.
• A de–tuning of the infrared camera frequencyand the pitch motion frequency can be used toachieve very fine phase resolutions for periodicmotions.
• The DIT results are sensitive to spatially inho-mogeneous temperature drift. It is advisableto identify and remove long–term temperaturedrift prior to DIT evaluation.

• For technically relevant pitch frequenciesthe DIT procedure results in an additionalmeasurement lag when compared to fast–response techniques. For the current case, thislag yields an additional angle–of-attack hys-teresis, which is in the range of about 0.6� to
1.1� for a very wide range of pitching rates.

• The separation distance of the two infrared im-ages subtracted during DIT processing is a cru-cial parameter which determines the qualityof the results. Very large separations and cor-responding transition motions yield “double–peak” structures which are easily misinter-preted as two different transition positions.
For smaller separations a compromise be-tween the minimization of the measurementlag and the maximization of the signal–to–noise ratio must be found. In the current case,best results were achieved for angular separa-tions of about�α = 0.5� or phase separationsbetween �tf = 0.005 and 0.02.
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