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Abstract

The paper describes an experimental-numerical activity started at Politecnico di Milano
about dynamic stall investigation. The main goal of this activity was to achieve a better
insight in the phenomenon together with the evaluation of modeling capabilities comparing
different two and three-dimensional numerical CFD models against experimental results. The
experimental activity on a pitching NACA 23012 blade section model produced a compre-
hensive data set by means of two different techniques as unsteady pressure measurements
and PIV. The numerical simulations were carried out with the EDGE code developed by
FOI, the Swedish Defence Research Agency. The comparison of experimental and numerical
results obtained for a pitching airfoil in deep dynamic stall conditions illustrates the capabil-
ities of both a two and three-dimensional model to simulate this peculiar flow condition. In
particular, the paper investigates the importance of three dimensional effects on the experiments.

Nomenclature

α angle of attack [deg]
αm mean angle of attack [deg]
αa pitching oscillation amplitude [deg]
ω circular frequency [rad/s]
b blade section model span [m]
c blade section model chord [m]
CL lift coefficient
CM pitching moment coefficient about the airfoil quarter chord
CP pressure coefficient
DSV Dynamic Stall vortex
f oscillation frequency [Hz]
k reduced frequency = πfc/U∞

Ma Mach number
N number of grid points
PIV Particle Image Velocimetry
Re Reynolds number
U∞ free-stream velocity [m/s]
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1 Introduction

Several rotary-wing aircrafts design currently
in advanced or preliminary development stage,
such as the tiltrotor (Bell Boeing V-22, Bell
Agusta BA609, ERICA concept) or the com-
pound (Sikorsky X2, or the Eurocopter X3),
call for significant changes in the aircraft con-
figuration. One of the problems that these con-
figurations try to overcome is related to the oc-
currence of the dynamic stall on the retreating
blade that limits the high speed performance
of classical helicopter rotor configurations [1].
Indeed, it is possible to mitigate or suppress
the effect of dynamic stall by using several pas-
sive or active control techniques on a conven-
tional rotor configuration. Many recent activi-
ties analysed the effectiveness of different con-
trol systems integrated into the blade section
in order to improve helicopter performance and
expand the flight envelope and vehicle utility.
Currently, improvements to control rotor blade
dynamic stall rely upon the optimization of the
blade airfoil shape by introducing, for example,
a variable droop leading edge [5]. Moreover,
the use of blowing devices such as air-jet vor-
tex generators [6] or plasma actuators [7] rep-
resents an attractive solution for the reduction
of the airloads hysteresis and the suppression
of stall-driven flutter occurring during a blade
pitching cycle [3]. Moreover, the research on
dynamic stall is now focusing on the evaluation
of reliable modeling for the simulation of this
highly unsteady phenomenon characterised by
the rapid formation, migration and shedding of
strong vortices, as in the case of deep dynamic
stall regime [8, 9]. The validation of such nu-
merical models requires thorough comparison
between the simulations results and a compre-
hensive experimental data base, in particular
for the deep dynamic stall conditions.
A new experimental-numerical activity started
at Politecnico di Milano on this topic. The fo-
cus of this work is the evaluation of different
CFD models with respect to the experimen-
tal results. Wind tunnel tests were carried out
on a pitching NACA 23012 blade section. The
airfoil was selected since, being a typical he-
licopter blade airfoil, it was employed in ex-
perimental activities in the past years about
the study of the dynamic stall phenomenon

on pitching blade sections [11, 12]. The ex-
perimental rig was designed to reproduce the
deep dynamic stall condition for a full-scale
helicopter rotor blade section. Moreover, the
experimental set up is suitable for different
measurement techniques as unsteady pressure
measurements, obtained from miniature pres-
sure transducers installed on the midspan air-
foil contour and Particle Image Velocimetry,
which makes it possible to completely charac-
terise the time-dependent flow field and conse-
quently achieve a detailed insight of the differ-
ent stages of the dynamic stall process.
The main goal is to obtain reliable models that
could be used in the phase of development and
sizing of new control devices for dynamic stall
effect mitigation. The experimental campaign
carried out on the pitching blade section high-
lighted the occurrence of three dimensional ef-
fects on the flow phenomena. Consequently, an
other interesting focus of the work is to eval-
uate the importance of such three dimensional
effects introduced by the intrinsic nature of the
dynamic stall phenomenon as well as by the
use of a finite span model and by the wind
tunnel side walls. For this purpose, both two
and three-dimensional models were built us-
ing EDGE [13], a compressible Navier-Stokes
solver developed at FOI, the Swedish Research
Agency. In the paper, the experimental results
for deep dynamic stall conditions are presented
together with a thorough comparison with the
different numerical results.

2 Experimental set up

The experimental activity was conducted at
Politecnico di Milano in the low-speed closed-
return wind tunnel of the Aerodynamics Labo-
ratory of the Aerospace Department. The wind
tunnel has a rectangular test section with 1.5 m
height and 1 m width. The maximum wind ve-
locity is 55 m/s and the freestream turbulence
level is less than 0.1%.
The aluminium machined airfoil model, with
chord c = 0.3 m and span b = 0.93 m, has an
interchangeable midspan section for the differ-
ent measurements techniques employed, one for
PIV flow surveys (see Fig. 1) and another for
unsteady pressure measurement equipped with
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pressure taps positioned along the midspan
chord line. The model is pivoted around two
external steel shafts corresponding to the 25%
of the airfoil chord. The model pitching motion
is provided by a brushless servomotor with a
12:1 gear drive (see Fig. 2).

Figure 1: NACA 23012 blade section model in-
side the wind tunnel tests section in PIV mode.

The time history of the lift and pitching mo-
ment during a pitching cycle was evaluated by
integration of the phase averaged pressures col-
lected over 30 complete pitching cycles. The
phase average of the pressure signals was com-
puted using a bin of 0.1◦ angle of attack ampli-
tude. The pressures were measured by means
of 21 Kulite fast-response pressure transduc-
ers located inside the model interchangeable
midspan section.
The PIV system used a double shutter CCD
camera with a 12 bit, 1280 × 1024 pixel ar-
ray and a Nd:Yag double pulsed laser, with
200 mJ output energy and wavelength 532 nm.
In order to get a better resolution of the im-
age pairs, the measurement area covering the
whole airfoil upper surface was composed by
four 103mm × 82 mm measurement windows
spanning the chord direction.
A more detailed description of the pitching air-
foil experimental rig and of the measurement
techniques set up can be found in Zanotti et al.
[10].

3 CFD model

The CFD solver used for this study is the
EDGE code developed by FOI, the Swedish De-
fence Research Agency [13]. The code is capa-
ble of solving flows with different regimes from
inviscid to fully turbulent using various tur-
bulence models. RANS (Reynolds-Averaged
Navier-Stokes), DES (Detached-Eddy Simula-

tion) and LES (Large Eddy simulation) models
in 2/3 dimensions are considered in this code.
In the present work, URANS simulations were
carried out using the Hellsten k−ω turbulence
model recalibrated fully consistently with the
EARSM (Explicit Algebraic Reynolds Stress
Model) assumption by Wallin & Johansson to
define the relation between Reynolds stresses
and strain rate tensor [14, 15]. The flow
equations in an Arbitrary Lagrangian Eulerian
(ALE) framework read

d

dt

∫
v

udv = −

∫
s

[FI(u) + FV (u)− uẋf ] ds

(1)
where u = [ρ,m,Et] is the vector of the

conservative variables density, momentum and
total energy per unit volume, and FI(u) and
FV (u) are the inviscid and viscous flux matri-
ces, respectively. In the above equations, vi is
the control volume, s is its surface and ẋf (s, t)
is the local velocity of the surface.

3.1 Grid generation

For the computation on a 2D model, a C-grid
topology was used with a structured grid made
of 1100×190 (Nx×Ny) quadrilateral elements,
see Fig. 3. The wall normal grid resolution of
the closest internal node from wall is of the or-
der of y+ = 1 , as the distance of this node is
chosen about about 10−5 c. The location of the
farfield is set to be at 20 c length away from the
airfoil wall. The baseline of the 3-D computa-
tional mesh is made of 560× 130 quadrilateral
elements, see Fig. 4. This sectional 2D grid
was extended 1.5 c lenght in the spanwise di-
rection ( b

c
= 1.5) with a uniform ∆z spacing

around 0.025 (Nz = 60) to construct the 3D
mesh. The computational domain was decom-
posed into 36 subdomains that were distributed
among processors using MPI technique.
A no-slip adiabatic condition and slip wall con-
dition were employed respectively along the air-
foil surface and on both side boundaries. A
characteristic boundary condition was also pre-
scribed along far-field boundary. In all com-
putations, a sinusoidal pitching motion is im-
posed on the whole grid which is treated like a
rigid body.For the 2D computations 200 physi-
cal time steps per period were considered while
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Motorized StrutBlade Model

Figure 2: Experimental rig for pitching airfoils.

for the 3D computations 68 physical time steps
per period were considered. The numerical re-
sults were extracted after 4 cycles to ensure a
periodic state.

Figure 3: NACA 23012 2D grid.

4 Results

The dynamic stall conditions considered for
modeling assessment are pitching cycles char-
acterised by a mean angle of attack αm = 10◦

and 15◦ with a constant oscillation amplitude

Figure 4: NACA 23012 3D grid.

αa = 10◦ and reduced frequency k = 0.1.
These conditions correspond to the deep dy-
namic stall regime [1]. The pitching condition
was tested at relatively low speed (30 m/s),
corresponding to Re = 6 · 105 (Ma = 0.09),
respect to the test rig capability, because the
long run time required by the present PIV mea-
surement would produce, at a higher velocity,
a too long highly stressing load cycle on the
model strut. Figure 5 presents the comparison
between the measured lift and quarter chord
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moment coefficients against the results of the
2D and 3D simulations. The standard devia-
tion of the airloads coefficients are plotted on
the experimental airloads curves.
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Figure 5: Comparison of experimental and nu-
merical airloads for α = 10◦ + 10◦sin(ωt),
k = 0.1 (Re = 6 · 105).

For the test case with αm = 10◦, the airloads
comparison shows some discrepancies between
the 2D and 3D models results with the wind
tunnel data. During the upstroke motion,
where the flow on the airfoil upper surface is
fully attached, the lift coefficient curve slope
evaluated by 2D simulations is a lower than
the experimental one while the slope of the

3D simulation curve seems to be fairly in
good agreement with the experimental one.
During the downstroke motion the flow field
is characterised by the formation of strong
vortices moving on the airfoil upper surface
that produce large oscillations of the airloads.
The 2D numerical model reproduce very well
the hysteresis and the oscillations of the lift
and pitching moment curves observed in the
experimental data. In particular, the airloads
oscillations in downstroke presents a delay in
angle of attack for the numerical models in
respect with the experimental curves, higher
for the 3D model. This behavior could be
explained by the use of a finer mesh for the 2D
model that allowed to capture more accurately
the variation of pressure distribution on the
airfoil surface produced by the rapid migration
of the vortices on the airfoil upper. Moreover,
the experimental peak of the pitching moment
coefficient occurring at the top of the upstroke
motion is very well captured by the 3D numer-
ical model.
The quite correct numerical evaluation of both
pitching moment peak and its aerodynamic
damping in deep dynamic stall regime could
be considered a very interesting result as
represents the main goal to be assessed during
the development and sizing phase of new
control devices for the mitigation of dynamic
stall phenomenon.

For the case with αm = 15◦, the numerical
lift curves for both the 2D and 3D simulations
present a delay of the non-linear increase in
slope due to the formation and migration of
the DSV in respect to the experimental curve,
as can be observed in Fig. 6. Moreover, the
2D simulation results present a peak of lift and
pitching moment greater than the measured
ones. The higher values of lift and pitching
moment coefficients could be explained by an
overestimation of the vortices magnitude in
the 2D numerical simulations. In fact, the 3D
simulation results present a peak of the lift
coefficient similar to the experimental value.
During the downstroke motion, the hump
observed in the airloads curves evaluated by
both the 2D and 3D numerical models is
delayed respect to the experimental one.
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Figure 6: Comparison of experimental and nu-
merical airloads for α = 15◦ + 10◦sin(ωt),
k = 0.1 (Re = 6 · 105).

The PIV results at model midspan were com-
pared to the velocity fields obtained by the
2D and 3D simulations to assess the model-
ing capabilities of the numerical models to re-
produce the flow physics involved in the phe-
nomenon, focusing the attention on the differ-
ences produced on the aerodynamic phenom-
ena by three-dimensional effects. In the fol-
lowing Figures the velocity fields are shown by
means of instantaneous streamlines patterns;
the illustrated 3D numerical flow field is evalu-

ated at midspan.

Figures 7 and 8 show the comparison
between the experimental and numerical flow
field at four angles of attack of interest for the
test case with αm = 10◦.
At α = 18◦ in upstroke, corresponding to
a post-stall condition in steady case, the
flow field on the airfoil upper surface is fully
attached, as shown in Fig. 7(a): the flow
separation is delayed by a reduction in adverse
pressure gradients produced by a kinematic
induced camber effect due to the positive rapid
pitching rate [2]. For this condition both the
2D and 3D numerical model reproduce well
the experimental flow field at midspan.
For the present test case, the flow separation
does not occur during almost the complete
upstroke motion. In fact, the flow separation
starts only at the end of the upstroke motion,
as illustrated in the flow field at α = 20◦ in Fig.
7(b). The PIV flow field, for this angle of at-
tack shows a flow separation spread over more
than half of the airfoil chord characterised by
small vortex structures within the separated
flow region. The numerical flow fields present a
single extended vortex structure at the trailing
edge; in particular, the 3D model captures
the extension of the separation region on the
airfoil upper surface better than the 2D model
(see Figures 7 (d) and (f)).
During the downstroke motion the flow on the
airfoil upper surface is fully separated and it is
characterised by the formation, migration and
shedding of strong vortices. In fact, at α = 18◦

in downstroke the measured flow field presents
a small vortex near the leading edge and a
very large vortex at about half of the chord,
as illustrated in Fig. 8(a). The aerodynamic
features shown by the 3D numerical flow
field are in quite good agreement with the
experimental flow survey (see Figure 8(c)),
while the 2D numerical flow field shows two
counter-rotating vortices near the trailing edge
region (see Figure 8(e)).
Also at α = 16◦ in downstroke the experimen-
tal and the 3D numerical flow fields present
a good agreement. In fact, the simulation
reproduces the extended region of reversed
flow on the upper surface, a small vortex
near the leading edge and a larger size vortex
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(a) 18 deg upstroke, PIV (b) 20 deg upstroke, PIV

(c) 18 deg upstroke, Simulation 3D (d) 20 deg upstroke, Simulation 3D

(e) 18 deg upstroke, Simulation 2D (f) 20 deg upstroke, Simulation 2D

Figure 7: Comparison of experimental and numerical flow fields for α = 10◦ + 10◦sin(ωt),
k = 0.1.
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(a) 18 deg downstroke, PIV (b) 16 deg downstroke, PIV

(c) 18 deg downstroke, Simulation 3D (d) 16 deg downstroke, Simulation 3D

(e) 18 deg downstroke, Simulation 2D (f) 16 deg downstroke, Simulation 2D

Figure 8: Comparison of experimental and numerical flow fields for α = 10◦+10◦sin(ωt), k = 0.1
(Continued).
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detaching the trailing edge, as shown in Fig.
8(b). The large recirculating flow region on
the upper surface recalls air from the airfoil
lower surface causing the formation of this
counter-clockwise vortex located very close to
the trailing edge (see Figure 8(d)). The 2D
simulation, again, does not succeed to capture
the experimental flow field in this condition
(see Figure 8(f)).

Figures 9 and 10 show the comparison be-
tween the experimental and numerical flow field
at four angles of attack of interest for the test
case with αm = 15◦.
At α = 23◦ the flow field on the airfoil upper
surface shows the DSV structure. In partic-
ular, at this angle of attack the DSV reaches
the airfoil midchord and extends over about
the 50% of the airfoil upper surface, as it can
be observed in Fig. 9(a). The 3D simulation
captures very well the flow physics concerning
the DSV occurrence (see Fig. 9(c)). The 2D
simulation flow field shows, as can be observed
in Fig. 9(e) the onset of flow separation at
the trailing edge region that represents a pre-
liminary stage before DSV formation; conse-
quently, for the 2D simulation the DSV forma-
tion presents a delay in respect to the 3D sim-
ulation and to the experiment.
Increasing the angle of attack, the DSV grows
and moves downstream as shown in Fig. 9(b)
for α = 24◦. The growth of DSV is again well
captured by the 3D simulation (see Fig. 9(d)),
while the 2D simulation shows, for this angle of
attack, a flow field similar to the 3D simulation
and to the experimental ones, but obtained at
α = 23◦; this feature confirms the delay of the
flow physics captured by the 2D model.
At the maximum incidence of the oscillating
cycle, α = 25◦, where the airfoil reverses the
pitching motion, the PIV flow field shows that
DSV has definitively left the airfoil and a small
counter-clockwise vortical structure can be ob-
served at the trailing edge (see Fig. 10(a)). The
flow on the airfoil upper surface is fully sepa-
rated and the reversed flow region is extended
over the entire airfoil chord within the mea-
surement window area. The behavior of the
flow physics captured by the 2D and 3D nu-
merical models presents some differences with

respect to the experimental flow field (see Fig.
10(c) and (e). In fact, both the simulations re-
sults show, for this angle of attack, an extended
clockwise vortex very close to the airfoil upper
surface, while at the trailing edge region the nu-
merical flow fields present a counter-clockwise
vortex in agreement to the PIV measurements.
During the downstroke motion the flow field
on the airfoil upper surface is fully separated
and characterised by the migration of vortical
structures on the airfoil upper surface, as can
be observed at α = 18◦ in Fig. 10(b). For this
angle of attack the two vortices shown by PIV
measurements are well captured by the numer-
ical models (see Fig. 10(d) and (f)).
The good agreement between the experimen-
tal flow field with the 3D simulation results
demonstrates that strong three-dimensional ef-
fects characterise the performance of the air-
foil tested in the wind tunnel under deep dy-
namic stall conditions. These 3D flow fea-
tures could be produced in part by the intrinsic
three-dimensional nature of dynamic stall phe-
nomenon but also they could be related to the
three-dimensional effects induced by the use of
a finite-span model and by the wind tunnel
side walls. The analysis of the 3D simulations
results enabled to point out the phase of the
pitching cycle where these 3D effects are con-
sistent. Figure 11 shows the 3D simulations
results for the test case with αm = 10◦ illus-
trated by the 3D streamlines patterns around
the model surface together with the pressure
coefficient distribution on the model surface,
for the four angles of attack considered in the
flow field comparison.
At α = 18◦ and α = 20◦ in upstroke the
spanwise pressure distribution is quite uniform
along the whole model span and strong three-
dimensional effects are not appreciable (see Fig.
11(a) and (b)).
At α = 18◦ and α = 16◦ during downstroke,
3D vortex structure shed downstream produces
a strong alteration of pressure distribution on
the whole model surface up to the tip (see Fig.
11(c) and (d)).
The strong modification of the spanwise pres-
sure and velocity field justifies the differences
observed during downstroke motion between
the 2D simulation and the experimental results
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(a) 23 deg upstroke, PIV (b) 24 deg upstroke, PIV

(c) 23 deg upstroke, Simulation 3D (d) 24 deg upstroke, Simulation 3D

(e) 23 deg upstroke, Simulation 2D (f) 24 deg upstroke, Simulation 2D

Figure 9: Comparison of experimental and numerical flow fields for α = 15◦ + 10◦sin(ωt),
k = 0.1.
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(a) 25 deg upstroke, PIV (b) 18 deg downstroke, PIV

(c) 25 deg upstroke, Simulation 3D (d) 18 deg downstroke, Simulation 3D

(e) 25 deg upstroke, Simulation 2D (f) 18 deg downstroke, Simulation 2D

Figure 10: Comparison of experimental and numerical flow fields for α = 15◦ + 10◦sin(ωt),
k = 0.1 (Continued).
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about the flow physics involved in the dynamic
stall phenomenon.

5 Conclusions

CFD models for the NACA 23012 pitching air-
foil were developed in order to compare results
against wind tunnel data and to assess the ca-
pabilities of CFD tools when facing with such
a demanding aerodynamic phenomenon. The
comparison of numerical and experimental re-
sults made possible to clarify the importance of
three-dimensional effects on the flow phenom-
ena involved in the deep dynamic stall regimes.
For deep dynamic stall conditions the 2D model
demonstrates the capability to reproduce the
measured airloads hysteresis and oscillations
during downstroke motion, due to the use of
a very fine mesh. The 2D model fails to repro-
duce the detailed flow physics involved in the
phenomenon evaluated by the PIV surveys at
the model midspan.
The comparison of the 3D simulations results
with the experimental data demonstrated that
three-dimensional effects influences the flow
field over the pitching airfoil during wind tun-
nel tests in deep dynamic stall regime. These
three-dimensional effects on the flow phenom-
ena are particularly consistent in post-stall con-
ditions and could be due to the intrinsic three-
dimensional nature of dynamic stall, to the us-
age of a finite-span wind tunnel model and to
the wind tunnel walls. In fact, the flow field ob-
tained by the 3D simulations captures well the
fine details of the dynamic stall phenomenon
observed by the PIV surveys and in particular
the formation and shedding of strong vortex
structures that move quickly on the airfoil up-
per surface.
The good reliability of the numerical models
built using the EDGE code for dynamic stall
performance assessments and the analysis of
the three-dimensional effects occurring during
experiments on pitching airfoils represent the
main goals of this activity. In particular, the
capability demonstrated by the numerical sim-
ulations to evaluate the airfoil performance and
the flow physics involved in the deep dynamic
stall regime is an important tool for the study
of new airfoils to be employed on helicopter

blades and for the sizing of new control devices
for dynamic stall effect mitigation.
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