
PARALLEL ADAPTIVE FINITE ELEMENT SOLUTION OF 
HELICOPTER ROTORS IN HOVER 

Carlo L. BOTTASSO, Mark S. SHEPHARD 

Dipartimcnto di Ingcgneria Aerospaziale 
Politecnico di Milano 

Via C.Golgi 40, 20133, Milano, Italy 
and 

Scientific Computation Research Center 
Rensselaer Polytechnic Institute 

Troy, NY 12180, USA 

Abstract 

This paper snmmarizes the technical developments in 
he area of adaptive CFD for rotary wing aerodynam­

ics that the authors have realized during the past years. 
We discuss the implementation of parallel adaptive sta­
bilized finite element procedures on distributed memory 
computers, and we present a collection of results related 
to helicopter rotors in hover. 

Introduction 

This document reports the status of our research effort 
in the area of CFD analysis of rotorcraft systems. T'he 
emph<tsis of om: work h<ts been devoted to unstructured 
"'daptive parallel procedures. Adaptivity performed on 
cmstructurcd cliscretiza.tions allows to accurately capture 
the different features of the solution, even in complex 
geometries, while parallel computing offers the potential 
for satisfying the demand of high performance as well as 
providing large memories. 

A successful general purpose code for rotary wing 
aerodynamics must be equipped with (i) modeling flex­
ibility, (ii) numerical robustness, (iii) accuracy and (iv) 
high performance. The procedures outlined in these 
pages try to address each of these points with suitable 
techniques. 

Modeling flexibility is required for lmndling complex 
geometries, general boundary conditions, etc. Modeling 
flexibility is crucial for being able to move from ae<t· 
dcmic test cases to the solution of problems of indus­
trial relevance. The problem of selecting appropriate 
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data structures and procedures for supporting the anal­
ysis on arbitrary domains is a non-trivial task, especially 
in three dimensions. We address the modeling issue by 
means of geometry based procedures that interact with a 
CAD representation of the compntational domain. This 
allows us to perform mesh generation and adaption in 
arbitrarily complex domains. Moreover, the physical at­
tribute information required to support the analysis is 
tied to tlw geometric model definition, rather than to 
the discrete model. This offers distinct advantages in an 
automated analysis environment. like the one used here. 

To address the issue of robustness of the nutneri­
cal scheme, we h<we selected the Time-Discontinuous 
Galerkin Least Squ<ues (TDG/LS) finite element 
method. This scheme is [Huticularly well suited for the 
incorporation in an autmnated adaptive environ1nent. 
In fact the method has a firm mathematical foundation, 
and its stability and accuracy properties have been rig­
orously established. 

A general automated procedure must be able to de­
liver a solution to a prescribed level of accuracy. This 
result can be achieved through the interaction of two 
tools: error estimates that determine which regions of 
the computational domain are over-refined or are not 
providing sufficient ace racy, and a mesh adaption pro­
cedure that optimizes the discretization based on the in­
formation provided by the error indicator. We have de­
veloped gencntl adaptive strategies that can be used for 
locally adapting an existing discretization in complex ge­
ometries. At present, these mesh adaption routines arc 
driven by simple error indicators. Although error indi­
caton; do not neccss;Jxily measure the real discretization 
errors, they do indicate, when carefully chosen, local re­
gions of the computational domain associated to high 
errors. 

As previously stated, we address the problem of dcliv-



ering high performance computations through the use of 
parallel computers and scalable algorithms. An impor­
tant highlight of the present code is that all the phases 
of the analysis are performed in parallel, thus avoiding 
potential bottlenecks. 

The paper is organized as follows: first, the main fea­
tures of the proposed procedures are described, sketch­
ing the implemented finite element formulation, the data 
structures used for supporting the various phases of the 
analysis, special additions to the code needed for effi­
ciently dealing with rotary wing problems, and the mesh 
adaption scheme. Then we present a collection of test 
problems aimed at validating the procedures for dif­
ferent aspects of hovering rotor analysis. We perform 
blade pressure load measurements, and wake and acous­
tic wave tracking, presenting comparisons with relevant 
experimental data. 

Parallel Adaptive 
Finite Element Technology 

Finite Element Formulation 

The three-dimensional Euler code has been described 
in detail in References [3, 4]. The scheme adopts the 
TDG/LS finite element method [8]. The TDG/LS is 
developed starting from the symmetric form of the Eu­
ler equations expressed in terms of the entropy variables 
and it is based upon the simultaneous discretization of 
the space-time computational domain. A least--squares 
operator and a discontinuity capturing term are added 
to the formulation for improving stability without sacri­
ficing accuracy. 

The code implements two different three dimensional 
space--time finite elements. The first is based on a 
constant-in-time interpolation, and, having low order 
of time accuracy but good stability properties, it is well 
suited for solving steady problems using a local time 
stepping strategy. The second makes use of line<er--in·· 
time basis functions and, exhibiting a higher order tem­
poral accuracy, is well suited for addressing unsteady 
problems, such as for example forward flight. In this 
cases, moving boundaries are handled by means of the 
space-time deformed element technique. We have de­
veloped a new formulation of the deforming element 
methodology, that incorporates an integration by parts 
that ensures flux consistency. This novel technique is 
described in detail in Reference [2]. 

The code can perform analyses both in a fixed and 
in a rotating Cartesian frame. This latter option al­
lows to treat a hovering rotor as a steady problem, as­
suming that the unsteadiness in the wake can be ne­
glected. This implies that the less computationally ex­
pensive constant-in·-·tirne forrnulation can be used, to­
gether with a special local time stepping strategy that 
ensures fast convergence to the solution. To this aim, 
we have extended the stabilized G<tlerkin Least-Squares 
formulation to the Euler and Navier-Stokes equations 
written in a rotating frame [3]. The resulting novel for­
mulation inherits all the features and properties of the 
original inertial form. 

Discretization of the weak form implied by the 
TDG/LS method leads to a non-linear discrete prob­
lem, which is solved iteratively using a quasi-Newton 
approach. At each Newton iteration, a non---symmetric 
linear system of equations is solved using the GMRES al­
gorithm. We have developed scalable parallel implemen-{ 
tations of the preconditioned GMRES algorithm and of 
its matrix-free version [3, 10]. This latter algorithm ap­
proximates the matrix-vector products with a finite dif­
ference stencil with the advantage of avoiding the stor­
age of the tangent matrix, thus realizing a substantial 
saving of computer memory at the cost of additional 
on---processor computations. The code performs an au­
tomatic switching to the matrix-free algorithm when the 
size of the problem prevents the storage of the tangent 
n1atrix in core tnemory. Preconditioning is achieved by 
means of a nodal block· diagonal scaLing tncnsforrnation. 

Geometry-Based Data Structures 

An important highlight is that the code is built on top 
of a geornctry---b;csed database [1]. The da.tahase stores 
complete knowledge of the rel<ttions (usually termed. 
"classiftcation") of each mesh entity with the underlying 
geometric model. The procedures are directly interfaced 
with several general purpose geometric modelers that 
provide ;cccess to the geometric and topological descrip­
tion of the domain. The understanding of these relation­
ships allows to guara.atee the validity of the generated 
discrctizations during any Incsh modification operation, 
to determine when local modiftcations of the mesh would 
create invalid elements and to guarantee that refinement 
improves the geometric a,pproximation that a mesh gives 
of the true geometry through the positioning of newly 
generated vertices on the model hounda.rirs. 

A wire--frame sketch of a typical solid model for a two­
bladed hovering rotor is given in Figure (1 ). Given the 
symmetry of the geometry and of the flow field, the com­
putational domain is reprcseutcd by a, half cylinder tha.t 



encloses one of the two rotor blades. The diametral face 
of the cylinder has been split in two faces, that will be 
used for applying the symmetric flowfield conditions as 
explained in the following. The bottom face has been in­
scribed with an edge that is used for defining an outflow 
to the computational domain. 

Figure 1: Wire·-frame sketch of the solid model for a 
two-bladed hovering rotor. 

The specification of the physical attributes of the anal­
ysis (boundary conditions, initial values, etc.) is handled 
by means of a general model--·base<l procedure. The user 
associates the attributes to the appropriate entities of 
the geometric model, using a limited set of macro opera­
tors. The code retrieves this information when necessary 
and associates it with the finite clement entities. This 
ensures completely automatic data management in arbi­
trarily complex computa.tion<tl dorna.ins with no user in­
tervention, even when mesh <tdaption is used. For Midi­
tiona! generality and flexibility of the code, non -uniform 
attribute distributions arc supported. 

Special FEM Techniques for 
Rotary Wing Aerodynamics 

Some rotary wing aerodynamic problems present spe­
cial features that arc usually not efficiently addressed 
by genera.! purpose codes. For this reason, we Jmve in­
corporated in our code a set of procedures that allow 
great flexibility and efficiency in the analysis of rotors. 

'I'he imposition of the correct far ·field boundary con­
ditions is a critic<.tl issue in the analysis of hovering ro­
tors, when one wants to give <.tn accura-te representation 
of the hovering conditions within a finite computational 
domain. For determining the inliow j outflow far-field 
conditions we have adopted the methodology suggested 
by Srinivasan e\ a!. [11], where the 1·-D helicopter mo­
mentum theory is used for determining the outflow ve­
locity due to the rotor wake system. The inflow veloci­
ties a.t the remaining portion of the far field arc deter­
mined considering the rotor as a point sink of mass, for 
achieving conservation of mass and rnomentum within 
the computatiot1al domain. Figur" (2), gives a graph­
ical representation of the resulting far--field inflow and 
outflow velocities. 

Figure 2: F<tr-fidd boundary conditions for a hovering 
rotor (Note: inflow/ outflow velocities not to scale.) 

Another important condition that must be considered 
for the dlicicnt simulation of hovering rotors is the pe­
riodicity of the flow!ield. 'I'he introduction of the peri­
odicity conditions in the rotating wing flow solver has 
been implemented trP<.tt.ing them as linear 2--point con­
str;cJjnts applied via. 1 ansforrna.tion as part of the asscin­
bly process [9]- '.!'his approach has the double advantage 
of being easily parallelinblc a.nd of avoiding the intro­
duction of Lagrange multipliers. On the other hand, it 
requires the mesh discretizations on the two symmetric 
faces of the computational domain to match on a ver­
tex by vertex basis. Since this is not directly obtainable 
with the currently used unstructured mesh generator, a 
mesh matching technique ha.s been developed for appro­
priatdy modifying a.n existing discretiz;._ttion. 

Figure (:3) illust.rat.es the mesh matchiug process for 
a two- bladed rotor. In order to simplify the discussion, 



Figure 3: Mesh matching of the periodic face discrctiza­
tions. Top: initial non-matching mesh. Center: ele­
ments connected to one of the periodic faces are deleted. 
Bottom: matched mesh. 

define one of the symmetric rnodcl faces as "master', and 
the other as "slave". The face discretization of the slave 
model face is deleted from the mesh, together with all the 
mesh entities connected to it. The mesh discretization 
of the master model face is then rotated of the symme· 
try angle about the axis of rotation and copied onto the 
slave model face, yielding the required m<e\ching face dis­
cretizations. The matching procedure is then completed 
filling the gap between the new discretized slave face 
and the rest of the rncsh using a fa.,cc removaJ technique 
followed by smoothing and mesh optimization. 

Mesh Adaption Scheme 

The parallel mesh data structures developed at Reussc­
laer for supporting the solution of !'DE's, t.hc partition· 
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ing of the discrctizccl cmnputationaJ domain and the par­
allel adaptation of it, arc discussed in References [10, 6]. 

The code implements a topological entity hierarchy 
data structure, which provides a two-way link between 
the mesh entities of consecutive order, i.e. regions, faces, 
edges and vertices. From this hierarchy, any entity ad­
jacency relationship can be derived by local travers;ds. 
The entities on the partition boundary are augmented 
with links which point to the location of the correspond· 
ing entity on the neighboring processor. This data struc· 
t ure is shared by all the building blocks of the code 
.... flow solver, adaptation, balancing and partitioning 
algorithms~·-··· achieving in this way a uniform software 
environment. 

1'he parallel adaptive analysis begins with the par­
titioning of the initial mesh which is performed using 
the orthogmwl RB algorithm or its variant, moment of 
inertia RB (IRB). 1'he whole mesh is first lo<tded into 
one processor and then recursively split in half ;md sent 
to other processors in parallel. The mesh can also be 
lmtded into the memories of the indivichud processors 
and repartitioned using a distributed IRB routine. 

The mesh is then adapted based on the infonmttion 
provided by the error indication performed on the con· 
verged finite clement solution. Two types of error in­
dicators Me currently implemented in the code. Each 
error indicator can be simultaneously applied to one or 
more physical variables (density, pressurc 1 temperature, 
entropy <tnd Mach number). The first indiwtor is the 
magnitude of the gradient of the key variable. T'his in eli· 
cator is not based on solid mathematical ground, but it 
is useful in practice when relatively small local regions of 
large gradients of the solution variables are present. This 
is typically the case of many rotarywing <eemdynamic 
problems. The second is based on <1n estimate of the 
curv<eturc of the solution for the selected key v<eriablcs 
[3]. The nodal values of the error indicators arc mapped 
to the finite dement edges, and used for driving the edge 
based mesh aclaption process. rrhe evident drawback of 
the use of such indieatr}rs, is that the user must specify 
high and low thresholds for the error indicators. Each 
edge in the mesh is checked for its <cssociated error incli­
cators, and refined if thc.se are found to be higher tha.n 
the high threshold, or collapsed if they arc lower then 
the low threshold. Although nice results ca.n be obtained 
with this technique as shown in the numerical results sec­
Lion, it is our experience that this poses a hea.vy work 
load on the user th:..tt has to find through a trial a.nd cr-· 
ror process, v;tlues of the thresholds that le<cd to suit<thle 
meshes. These limitations could be (~]imina.tr:d through 
the usc of true error estimators. 



Mt = o 520, Theta~ o deg 

X .. Experiment x ... Experiment 
0 .. Computation o ... Computation 

0.5 0.5 

~-,.,, rt 
! 

""""""""'.., rt 0 0 

·0 -0.5 
r!R = 0.80 riA"' 0.89 

·1 
0 0.5 0 0.5 

Mt = o 434, Theta = 5 deg 

X :: lf!frifP{JI3ghn ~ ::: ~:g;,ijff{JI3flhn 1 
~ 

0 

0.5 

~0 rt ' - rt 
0 

·0., 

r!R= 0.89 r!R = 0.96 

-1.50 0.5 0.5 

Mt = 0.439, Theta = 8 deg. 

x ... ~xperiment 
o ... omputalion 

X ... ~xperiment 
o ... omputalion 

~Q~ ~X"'J< 

rt <l'1flls 1V<& rt ~dDXO~~ 
·0.5 ·0. 

r/R = 0.68 ·1 r/R:::0.89 

-1.50 05 
-1.50 0.5 

Figure 4: Computed and experimental pressure coeffi­
cients on the blade at different span locations, for the 
three subsonic cases Be = 0°, Mt = 0.520; Be = 5°, 
Mt = 0.434; Be = 8°, Mt = 0.439. 
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Figure 5: Computed and experimental pressure coeffi­
cients on the blade, at two different sp<cn locations close 
to the tip, e, = 8°, Mt = 0.877. Top two plots: ini­
tia.l coarse 142,193 tetrahedron grid. Bottom two plots: 
ad<epted (three levels) final 262,556 tetrahedron grid. 

The mesh adctptive ctlgorithm combines dcrefinement, 
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refinement <end tria.ngulcttion optimintion using local re­
trictngula.tions. The derefinement step is based on an 
edge collapsing technique. This approach does not re­
quire storage of any history information and it is there­
fore not dependent on the refmement procedure. The 
implemented refinement algorithm makes use of subdi­
vision patterns. All possible subdivision patterns have 
been considered and implemented to allow for speed and 
annihilate possible over-refinement. As all the other 
building blocks of the code here discussed, also the 
mesh adaptation algorithm has been completely paral­
lelized [10, 6]. 

In a. parallel distributed memory environment, a.da.p­
tivity performed on the mesh in general destroys load 
balancing. Therefore procedures are needed to redis­
tribute the mesh in order to achieve a. balanced situa­
tion. With regard to this problem, we have implemented 
two techniques. The first performs a. parallel repartition 
of an already distributed mesh using the IIW algorithm. 
The second is a load balancing scheme that iteratively 
migrates elements from heavily loaded to less loaded pro­
cessors. 

Numerical Experiments 

In this section we present results gathered during anum­
ber of numerical experiments related to subsonic and 
transonic hovering rotors. 

We first address the prediction of blade pressure distri­
bution, with the help of some numerical tests discussed 
also in Reference [3]. Caradonna and Tung [5] have 
experimentally investigated a. mode!_helicopter rotor in 
several snbsonic and transonic hovering conditions. 1'he 
experimental setup was composed of a two--bladed ro­
tor mounted on a tall column containing the drive shaft.. 
The blades had rectangular planform, square tips and no 
twist or taper, made use of NACA0012 airfoil sections 
<md had an aspect ratio equal to six. 

Figure (4) shows the experimental and numerical val­
ues of the pressure coefficients at different span locations 
for three subsonic test cases investigated by Caradonna 
and 'I'ung, namely Be = 0° and M, = 0.520, Be = 5° and 
M, = 0.4:l1, B, = 8° and Mt = 0.439. The agreement 
with the experimental data. is good at <tll locations, in­
cluding the section close to the tip. Relatively crude 
meshes have been employed for all the three test cases, 
with the coarsest mesh of only 101,000 tctrahedm be­
ing used for the Be = 0° c<ese, and the finest of 152,867 
tctrahedr<t for thee, = 8° test problem. 



Figure 6: Density isocontour plots on the upper surface 
of the blade tip, e, = 8°, M, = 0.877. At left: initial 
coarse grid. At right: final adapted grid. 

Figure 7; Meshes with partitions on the upper surface 
of the blade tip, Oc = 8°, M, = 0.877. At left: initial 
coarse grid with IRB partitions. At right: final adapted 
grid with pa.rtitions obtained by rnigntlion. 

The an;.d,y~·i:; wa.s perforrned on 32 processing nodes 
of an IBM Sl' -2. lceduced integration was used for the 
interior clements for loW(!ring the computational cost, 
while full intcgmtion was used at the boundary clements 
for better resolution of the airloads, especially at the 
trailing edge of the blade. The GMRES algorithm with 
block-diagonal preconditioning was employed, yielding 

88.(; 

an average number of GMRES iterations to convergence 
of about 10. The analysis was advanced in time usinr 
one single Newton iteration per time step and a local 
time stepping strategy denoted by CFL numbers ranging 
from 10 at the beginning of the simulation to 20 towards 
convergence, yielding a reduction in the energy norm of 
the residual of almost four orders of magnitude in 50 to 
60 time steps. 

Figure (5) shows the experimental and numerical val­
ues of the pressure coefficients for a transonic case de­
rloted by Oc = 8° and M, = 0.877. The first two plots 
of Figure (5) present the pressure distributions obtained 
using an initial crude grid consisting of 142,193 tetra­
hedra. Three levels of adaptivity were applied to this 
grid in order to obtain a sharper resolution of the tip 
shock, yielding a final mesh characterized by 262,556 
tetrahedra. The pressure distributions obtainecl with 
the adapted grid are shown in the third and fourth plots 
of the same picture. Note that the smearing present ir 
t;he first two plots and due to the numerical viscosity 
introduced in the formulation with the purpose of sta­
bilizing it, has disappeared. Consistent with the nature 
of the Euler equations, the shocks appear as jumps and 
are resolved in only one or two elements. Note also the 
appearance of the analytically predicted overshoot just 
aft of the shock which is typical of the transonic Euler 
solutions. 

The effect of the adaptation of the mesh on the reso­
lution of the shock is clearly demonstrated in Figure (6), 
where the density isocontour plots at the upper tip sur­
face are presented for the initial and adapted meshes. 

Figure (7) shows the mesh at the upper face of the 
blade tip, before and after refinement. The different grey 
levels indicate the different sub domains, i.e. elements as­
signed to the same processing nodeare denoted by the 
same level of grey. Note the change in the shape of the 
partitions from the initial to the final mesh, change gen­
erated by the mesh migration procedure for re-balancing 
the load after the refinement procedure has modified the 
discretization. 

The test case denoted by 0, = 8°, M, = 0.439 and 
C, = 0.00459 was then selected for testing the ability of 
the code in performing wake modeling by h-adaptivity. 
'I' he goal of the exercise is that of capturing the vortical 
structures shed by the blades and their mutual interac­
tions, without any ad--hoc wake confinement formulation 
but simply by h·adapting the mesh. 

For this purpose, an initial mesh denoted by 284,342 
tetrahedm was partitioned in 32 subdomains using the 
IRB algorithm (the initial mesh is courtesy of Roger 
Strawn, NASA Ames Research Center). The pant!ld im-



Figure 8: Meshes with partitions for the wake confine­
ment problem, Be = 8", A11 = 0.4:l9. Top: initial coarse 
grid with IRB p<ntitions. Bottom: adapted grid (llevel) 
with IRB pMtitions. 

plicit a.na.\ysis was perfonned in the usual way, obta.ining 
a four-order of magnitude reduction in the energy norm 
of the residual in 50 time steps. 'l'he solution was then 
used to compute an error indicator based on vorticity, 
with limiters on the minimum edge length in order to 
control the size of the mesh. Figure (8) shows the far 
fteld and periodic boundaries of the initial and refined 
meshes. In order to maintain the vertex matching at the 
periodic facCS 1 the adaptive code was modified in order 
to guarantee that the relined bee discretizations satisfy 
thP matching rcquireincnt. 

Figure (9) shows <.tn isosurfacc representation of the er­
ror indica.tor used for Larg('Ling the dements in the wake 
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Figure 9: Error indicator for the wake confinement prob­
lem, B, = 8°, M, = 0.439. 

region for refinement. The view is taken from below the 
plane of the rotor. 

Other two levels of refinement were applied to the 
mesh, each level followed by an implicit solution to con­
vergence. The final mesh is denoted by 1,074,112 tetra­
hedra, mainly clustered at the tip of the blade and in 
the wake region. For the final mesh, about 720 implicit 
iterations at a CFL of 20 were necessary for reducing the 
energy norm of the residual of 2.5 orders of magnitude. 
We remark that the convergence on the refined mesh is 
somewhat problematic: not only a large number of im­
plicit time steps are necessary, but we also observed that 
the wake undergoes an undamped oscillatory motiotl of 
small amplitude about its reference position. 

The effect of the mesh adaption is clearly shown in 
Figure (10). The left part of the picture shows a three,· 
dimensional vorticity isosurface plot, obtained on the 
initial coarse mesh. The wake appears to be ll·acked for 
almost 270", it interacts with the blade and it is deviated 
downwards, dissipating shortly after. The right part of 
the same picture shows the same vorticity isosurface plot 
obt<tined with the fin,J refined mesh. Note that now the 
wake is tracked for almost 360°. The diameter of the 
isosurface at the location where the wake interacts with 
the blade is also significantly increased. 

Figure ( 11) shows a comparison of the wake geometry 
with the experimental data of Caradonna and Tung. We 
report the vertical position of the wake core, a.s well as 
the radial position of the core versus the azimuth an­
gle. Both quantities show excellent correlation with the 
experimental dat<t. The position of the wake core was 
determined by computing the centroid of the isosurfacc 
of Figure (10) at intervals of 25° of the azimuth angle. 

The code was also tested in its ability to perform adap-



Figure 10: Vorticity isosurface plots for the wake confinement problem, Be = 8°, M, = 0.439. At left: vorticity 
isosurface before refinement (284,342 tetrahedra). At right: vorticity isosurface after refinement (3levels, 1,074,112 
tetrahedra). 

tive High Speed Impulsive (HSI) noise computations, in 
order to evaluate the feasibility of interfacing it with a 
Kirchhoff integral solver. Such a coupled CFD-Kirchhoff 
procedure would allow a solution adaptive unstructured 
CFD simulation of the acoustic field close to the rotor, 
while the Kirchhoff formulation would be responsible for 
propagating the acoustic signal to the far field. 

For this purpose, a \est case experimentally investi­
gated by Purcell [7] was selected. The same problem has 
been numerically simulated by a number of researchers, 
including Strawn e\ al. [12]. The problem is that of a 
rectangular blade hovering rotor with N ACA0012 air­
foil sections and aspect ratio of 13.71, denoted by a tip 
Mach number M, = 0.95. The test case is characterized 
by a marked tip delocalization. The simulation is con­
ducted for the non-·lifting case, therefore the problem is 
symmetric about the plane of the rotor and the compu­
tational domain extends only on one side of the plane 
itself. The far frcld IHJund"ries arc located at 1.5 radii 
above the pl<we and at 3 radii from the hub. Periodic 
boundary conditions are applied at the symmetric faces, 
while slip conditions arc applied at the rotor disk plane 
to account for symmetry. 

The parallel adaptive analysis wa.s conducted c:vcn in 
this ease as previously explained, with four refinement 
levels each followed by subsequent analysis to conver­
gence. Figure (12) shows the final mesh, characterized 
by 575,026 tetrahedra. Note the refinement along the 
tip blade shock and along the acoustic wave. 
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The error indicator selected in this case is based on the 
norm of the gradient of pressure, with limiters on the 
minimum allowable edge lengths. The principal scope 
of the limiters is to prevent the excessive refinement of 
the leading edge of the blade tip, that otherwise would 
lead to excessively large meshes. Clearly, the use of a 
true error estimator ·~-·as opposed to the the simple error 
indicator adopted here- that vanishes when the local 
mesh size reaches the appropriate value, would eliminate 
the need of such artificial devices. Figure ( 13) shows an 
isocontour plot of the error indicator. 

The pressure distribution on tlce. blade surface and 
on the plane of the rotor is presented in frgure Figure 
( 14 ). Note that the shock wave is very nicely captured, 
resulting in a very sharp jump. 

The encouraging results obtained in this preliminary 
simulation in targeting for refinement different features 
of the flow field, such as the strong blade shock and the 
acoustic signal, seem to indicate that a combined CFD-­
Kirchhoff procedure can achieve a high level of reliability 
and efficiency. The development of such a software tool 
is currently underway. 
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Figure 11: Wake geometry for the wake confinement 
problem, Be = 8°, M, = 0.439. 

Figure 12: Final refined mesh ( 4 levels) for the acoustic 
wave problem, Be= 0°, M, = 0.95. 
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Figure 13: Isosurface plot of the error indicator for the 
acoustic wave problem, Be = 0°, M, = 0.95. 

Figure 14: Pressure distribution on the blade and on the 
plane of the rotor for the acoustic wave problem, Be = 00, 
M, = 0.95. 



Conlusions 

Dynamics Conference, San Diego, CA, USA, Jun<' 
19-·22, 1995. 

[4] BOTTASSO, C.L., DE COUGNY, H.L., FLA­
HERTY, J.E., OZTURAN, C., RUSAK, Z., 
SHEPHARD, M.S., Compressible Aerodynamics 
Using a Parallel Adaptive Time-Discontinuous 
Galerkin Least-Squares Finite Element Method, 
12th AIAA Applied Aerodynamics Conference, Col­
orado Springs, CO, June 20-22, 1991. 

We have reported some recent advances on parallel adap­
tive finite element procedures for the solution of rotary 
wing compressible flow problems. The code has been 
successfully validated against a number of interesting 
problems in rotor CFD, from subsonic and transonic 
blade pressure predictions, to wake confinement through 
h-adaption and acoustic computations. [5] CARADONNA, F.X. and TUNG, C., Experimental 

and Analytical Studies of a Model Helicopter Rotor 
in Hover, USAAVRADCOM TR-81-A-23, 1981. 

These results indicate that unstructured adaptive 
techniques are indeed able to accurately capture the flow 
features of the solution in a wide range of problems of [6] 
helicopter interest. Clearly, the choice of appropriate er-

DE COUGNY, ILL. and SHEPHARD, M.S., Par­
allel Mesh Adaptation by Local Mesh Modification, 
Scientific Comptttation Research Center, RPI, Troy, 
NY, in preparation for submission. 

ror measures is crucial to the success of any automated 
adaptive scheme. Although the simple error indicators 
used in this work have been successful in driving the 
adaption towards efficient meshes for the problems con­
sidered, more robust and reliable error estimators need 
to be incorporated in the code. 

[7] PURCELL, T.W., CFD and Transonic Helicopte, 
Sound, Paper No. 2, 14th European Helicopter Fo­
rum, Milan, Italy, September 20-23, 1988. 

This work shows that the bridging of adaptive tech- [8] 
niques, stabilized finite element formulations, advanced 
data structures and parallelism, constitutes a viable 
modern approach to the solution of this class of chal­
lenging problems. 

SHAKIB, F., HUGHES, T . .T.R., and JOHAN, Z., 
A New Finite Element Formulation for Computa­
tional Fluid Dynamics: X. The Compressible Euler 
and Navier Stokes Equations, CMAME', 89:141-219, 
1991. 
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