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Abstract
The Institute of Flight Systems at the DLR (German Aerospace Center) site in Braunschweig, Germany is try-

ing to find ways to improve the safety of helicopter operations. One very dangerous type of operation that

is the landing of a helicopter. Loss of situational awareness can lead to unwanted contact with objects or a

dynamic rollover when touching the ground. This paper presents research with optical navigation methods

that has been conducted towards minimizing the danger of a dynamic rollover in bad visual conditions.

Optical navigation is a method that is often used for navigating small unmanned aircraft. However, the so

far conducted research in that field usually focuses on undegraded visual environment. Most of the optical

navigation methods are designed to work with images that can fully be evaluated. In this paper, a set of

existing optical navigation methods is tested towards the ability to work in degraded visual environment.

Further, a self-developed method is presented that has been designed to be abe to work in scenarios

where most parts of an image cannot be evaluated. The methods are tested on recorded flight test data.

These flight test data are modified with a set of masks that simulate a visibility impairment. The conducted

tests show that existing optical navigation methods do struggle when the complete image area cannot be

evaluated. The evaluation of the self-developed method shows that it is not affected by impaired sight.

However, its performance in situations with non-restricted sight shows to be behind the performance of

some of the existing methods.

1. INTRODUCTION
This paper addresses the problem of excessive lat-

eral speed during helicopter landing approaches.

Excessive lateral speed can lead to a dynamic

rollover when the landing skid gets stuck on obsta-

cles or on rough surfaces. If the lateral movement

of the helicopter is not counteracted in time, the

movement leads to an angular movement around

the contact point of the surface and the landing

skid, causing a dynamic rollover. Pilot surveys re-

sulted a maximal tolerable lateral speed of 0.5m/s

to 1.5m/s in order to avoid dynamic rollovers, de-

pending on the roughness of the surface.

Since dynamic rollovers are closely connected to the

lateral speed of the helicopter, a situational aware-

ness of the lateral speed of the helicopter is key to

prevent dynamic rollovers. The speed of the heli-

copter can be estimated in different ways.
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• The helicopter pilot can estimate the speed by

observing the movement of the surface in rela-

tion to the helicopter.

• Inertial Navigation Systems (INS) can provide

an estimation of the speed of the helicopter

by integrating the accelerations that are meas-

sured with Inertial Measurement Units (IMU) .

• Position estimations from Global Navigation

Satellite System (GNSS) data can be derived in

order to estimate the speed of the helicopter.

• The two aforementioned approaches can be

combined into an Integrated Navigation Sys-

tem (INS/GNSS).

• Active optical sensors like radio detection and

ranging (radar) systems or light detection and

ranging (lidar) systems can measure the heli-

copter speed by time-of-flight measuring or via

Doppler shift of their signals.

• Passive optical sensors like conventional televi-

sion cameras (TV) or infrared (IR) cameras.

Visually observing the vicinity of the helicopter is

the most widespread approach to detect an immi-

nent dynamic rollover. However, pilots are not al-

ways able to correctly estimate the lateral speed of

the helicopter. Especially student pilots are prone to

cause dynamic rollovers (e.g. see
1,2,3
). Another phe-

nomenon, that impedes the pilots ability to detect
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an imminent dynamic rollover is brownout, which

will be focused in the presented paper. Brownout

can occur when a pilot is landing on a non-paved

sandy surface. The downwash of the rotor can then

stir up dust particles, drenching the helicopter in a

sand cloud and therefore rendering the pilot nearly

blind. An INS estimates the movement speed of the

helicopter by integrating over the measured accel-

erations. Errors in the measured accelerations can-

not be corrected. Therefore, the speed estimation

deteriorates over time, rendering an INS unfeasible

for longer flights. INS/GNSS data are able to mea-

sure the movement speed of the helicopter with

sufficient accuracy. But if GNSS data are not avail-

able (e.g. when flying in canyons or due to jam-

ming), these systems also cannot be used for esti-

mating the movement speed of the helicopter. Ac-

tive optical sensors are also able to detect the lat-

eral movement speed of the helicopter with suf-

ficient accuracy. Both lidar and radar are able to

penetrate dust clouds
4
. However, small radar or li-

dar systems provide little use besides detecting the

movement speed (in general, sensors which can ful-

fill several purposes are favored in aircraft) while

larger systems are expensive and power consum-

ing. Another downside of these systems is that he-

licopters are often not equipped with these. Attach-

ing sensors can be a time and money consuming

effort. Passive optical sensors can be used to suf-

ficiently detect excessive lateral movement speed

in scenarios without Degraded Visual Environment

(DVE)
5,6
. Another benefit of passive optical sensors

is that they are cheap, consume little power and

many helicopters are already equipped with them.

2. OPTICAL NAVIGATION IN BROWNOUT
Unlike active optical sensors, passive optical sen-

sors are not able to penetrate dust clouds
4
.

However, there is a phenomenon in helicopter

brownout landings that enables optical navigation

up to a certain point: when a helicopter is flying

closely above the surface in a brownout cloud, the

so-called donut effect is established. The donut ef-

fect is caused by the downwash of the helicopter

that circulates away from the helicopter cell. With

this, a region below the helicopter is mostly kept

free from stirred up dust and therefore can be used

for optical navigation applications. Figure 1 shows

the sketch of a donut effect.

During the war in Afghanistan, the CH-53 heli-

copters which were operated by the German forces

utilized the donut effect by using a member of

the crew as an observer of the helicopters relative

movement to the ground. To get a clear viewing of

Figure 1: Sketch of a donut effect.

the surface, the crewmember hat to view out of the

helicopter through the opened tailgate. This pro-

cess was time-consuming and led to the German

helicopters having to stay for a long time in the

brownout clouds, increasing the danger of hostile

fire and getting damaged by the dust particles. Sub-

stituting the process of a crew member having to

look out of the tailgate by utilizing a passive camera

and performing an automated evaluation of the lat-

eral movement speed of the helicopter can speed

up the landing process significantly (tests on optical

navigation methods which are presented in this pa-

per show that a valid movement estimation can be

given in less than five seconds).

Since most cameras are mounted below the heli-

copter in a forward-looking or slightly downward-

tilted way, some areas close to the lower bor-

der of the camera images are not affected by the

brownout.

Optical navigation methods are usually designed

to work with images that can be fully evaluated.

The most common approaches to perform opti-

cal navigation are Visual Simultaneous Localization

And Mapping (VSLAM), Visual Inertial Simultaneous

Localization And Mapping (VISLAM), Visual Odome-

try (VO), and Visual Inertial Odometry (VIO). These

methods work either directly on the images or use

extracted and described image features for esti-

mating the movement of the camera. Another ap-

proach to estimating the movement of a vehicle is

to directly evaluate the optical flow of an image se-

quence. The above-mentionedmethods try to sepa-

rate the observed movement of the scenery into its

rotational and translational components. The sep-

aration of the two movement components usually

facilitates, that translational movement is affected

by the parallax phenomenon, resulting in a reduced

observable movement in distant image regions. All

these approaches have in common, that they never

have been tested on their applicability to brownout
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situations where you only have a restricted image

area in which an evaluation is possible. With these

image regions being located at the lower border of

the camera image, the parallax effect cannot be uti-

lized.

Besides the sight restriction caused by brownout,

another phenomenon that can have a detrimental

impact on optical navigation methods has to be re-

garded: the self-cast shadow of the helicopter. Fly-

ing close to the surface, the self-cast shadow can

cover substantial parts of the image regions that

are being kept free from disturbances by the donut

effect. Optical navigation methods rely on the ob-

served scenery being static. The self-cast shadow of

the helicopter creates a movement on the surface

that can lead to false movement estimations if the

optical navigation methods create their movement

estimation based on the shadow movement. Since

unlike human perception, optical navigation meth-

ods cannot easily distinguish between shadows cast

by the scenery and shadows which are cast by the

helicopter, the self-cast shadow of the helicopter

has to be identified in order to prevent a detrimen-

tal effect on the optical navigation method. This can

be achieved by applying the algorithm which was

presented in
6,7
.

Since no flight tests in brownout situations could be

conducted, a synthetic scene that simulates the re-

stricted sight which is caused by the brownout is

used instead. This synthetic scene is created by us-

ing the freely available software blender. This tool
has been set up to be able to create synthetic

dust clouds based on a physical dust simulation de-

pendent on given flight state data (mostly height

above ground). However, the physical model behind

the dust simulation was not accessible. Because of

that, the dust simulation has been parametrized

to mirror the brownout behavior of freely avail-

able videos from on-board cameras of helicopters

landing in brownout situations. The videos that

have been used also contained video footage from

the helicopters instruments during the landing ap-

proaches, showing the height above ground of the

helicopter paired with the developed brownout as

it is visible for the camera that is mounted on the

outside of the helicopter. Also, the mount angle of

the camera was known. With all this information,

a realistic behavior of the dust clouds can be cre-

ated. The synthetic dust clouds are used to create

masks with which parts of an image can be blocked

from further processing. Figure 2 shows a screen-

shot of a dust cloud that has been simulated with

the brownout tool as well as a mask which has been

created by the tool applied to a recorded image

from a flight test.

(a) Screenshot of the brownout simulation tool.

(b) Resulting mask applied to a camera image.

Figure 2: Brownout simulation.

Four sets of brownout masks have been created

in order to test different levels of restricted sight.

The size of the areas in the images which are not

disturbed is gradually decreasing over these four

sets. The unmodified brownout masks cover ap-

proximately 50% of the camera images over the

complete sequence. The other three sets increase

the space covered by the masks by approximately

10% each, ending with 80% of the images covered

for the last set of brownout masks.

With the so far identified demands, the ideal mo-

tion estimator for the set task has to be able to:

• estimate the helicopter speed sufficiently pre-

cise,

• work in DVE, and

• quickly create a speed estimation.

Several optical navigationmethods have been se-

lected to be tested regarding their ability to meet

these demands. These methods are the VSLAM

method ORB-SLAM
8
, the VO method LIBVISO2

9
, a

modified version of the tightly coupled VIO method
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from Troiani
10
and a self-developed tightly coupled

method that is based on optical flow. In the next

chapter, the existing methods will be introduced

and the self-developed algorithm will be presented

in detail.

2.1. Existing methods
Commonly available optical navigation methods

(VO and VSLAM) are designed to create robust long-

term movement estimations. For this, they usually

need a rather long initialization phase

ORB-SLAM is a VSLAM-based approach. An imple-

mentation of this approach is freely available
∗
. The

method performs a multitude of processing steps

and optimizations. The most important are

• a short term estimation of the movement of

a vehicle by using two different approaches

(computing a homography and computing an

essential matrix) of which the most robust one

is taken for further estimations,

• setting up a map of the vicinity of the vehicle

that then is used to locate the vehicle in,

• a bundle adjustment step that optimizes over

several of the last movement estimations, set-

ting keyframes when a movement estimation

is regarded as being reliable, and

• a loop closing step that tries to conduct global

optimizations of the map when a place in the

map is revisited, applying modifications to the

map as well as the existing keyframes.

The (monocular) VO method from LIBVISO2
†
does

estimate the movement of a vehicle by only com-

puting an essential matrix. The method also does

not create a map of the vicinity and therefore

also performs no loop closing. Movement estima-

tions are solely generated by keyframes which can-

not be modified anymore once they are set. Short

term optimizations via bundle adjustment are still

performed. The monocular implementation of LIB-

VISO2 calculates the scaling factor of the move-

ment estimation with a set of assumptions that only

can be met with a camera that is rigidly attached

to a moving car. Therefore, the code of LIBVISO2

has been altered to get the scaling factor from a

sequence of 100 frames with known translational

movement. This implies, that in order to use this VO

approach, the method has to have some time for

initializing before entering brownout.

∗https://github.com/OpenSLAM-org/openslam_
orbslam
†http://www.cvlibs.net/software/libviso/

The tightly coupled VIO method is implemented

as an extension of the LIBVISO2 code. It is based

on the method of Troiani which projects the tracked

features of two to-be-compared time steps onto a

two independent unit spheres and then transforms

one unit sphere into the coordinate system of the

other unit sphere (taking angular movement data

from an IMU) and then expresses the epipolar ge-

ometry in relation of two angles and a scale factor.

The modified approach expresses the epipolar ge-

ometry in relation of the x-, y-, and z-translation. The

transformation of the projected features has been

implemented accordingly in the LIBVISO2 code. The

calculation of the epipolar geometry has been kept

unchanged.

2.2. Self-developed method
The self-developed method has been designed to

meet the requirements that have been postulated

in chapter 2. It uses two different feature extractors

and feature trackers:

• the feature extractor from Shi and Tomasi
11
,

which is extended to be scale invariant with

the feature tracking approach from Lukas and

Kanade
12
and

• the ORB feature extractor and descriptor
13
.

The method from Lukas and Kanade works fast

and robust and has proven to produce good results

in airborne optical navigation (see e.g.
14
). ORB has

been selected because compared to more complex

methods like SIFT and SURF its matching perfor-

mance shows results of similar quality while being

significantly less time-consuming
15
.

Also, the two methods inherit different working

principles. The feature extractor and tracker from

Shi and Tomasi is designed to perform a local search

for reoccurring contrast patterns in subsequent im-

ages evaluating the local optical flow. ORB creates

feature vectors which describe an image region and

then globally compares feature vectors of sets of

image regions in subsequent images. The decision

to use two feature extractors has been made be-

cause of a set of arguments:

• Empirical tests have shown, that both feature

extractors tend to select different image re-

gions, therefore increasing the chance of ex-

tracting a sufficiently large set of features for

conducting the movement estimation.

• Introducing a redundant method increases the

robustness of the created method.

• With the two methods having little processing

time, a real time operability can be sustained.
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Since brownout should only occur during the final

stage of a landing approach, the surface is expected

to be plane. Therefore, the self developed method

is designed, using a plane earth assumption. In ad-

dition to this assumption, the algorithm is designed

to use a set of sensor data that is commonly avail-

able:

• The orientation of the helicopter and

• the height above ground of the helicopter.

The self developed algorithm is inspired by the

method presented in
5
, using the mathematical de-

scription of the optical flow in a sequence which

goes back to Higgins and Prazdny
16
. This descrip-

tion uses a pinhole camera model with an ortho-

graphic projection. The method tries to determine

the optical flow that is generated by the rotational

movement of the helicopter by using IMU data. By

having the rotational component of the optical flow,

the translational component can easily be obtained.

In the following, the process to get the translational

component of the optical flow and with it the abso-

lute movement of the helicopter is explained.

The movement (u, v)T
of projected points (x, y)T

in image space in x- and y-direction is calculated by

the translational (Tim) and rotational (Ωim) camera

movement in image space of the cameras transla-

tional (T ) and rotational (Ω) movement in camera
space.

(
u
v

)
= Tim + Ωim(1)

with

Tim =
(
−f 0 x
0 −f y

)Tx

Ty

Tz

(2)

and

Ωim = 1
f

(
xy −f2 − x2 fy

f2 + y2 −xy −fx

)Ωx

Ωy

Ωz

(3)

where f is the focal length of the used camera.
Formula (1) is then solved for Tx and Ty resulting in

(
Tx

Ty

)
= 1
f

(
Tzx− uz
Tzx− vz

)
+(4)

z

f2

(
xyΩx − (f2 + y2)Ωy + fxΩz

(f2 + x2)Ωx − xyΩy − fyΩz

)
.

Flight state data (FSD) usually is given in a coordi-

nate system that is aligned with the helicopter coor-

dinate system. Cameras often are not fully aligned

with the helicopter coordinate system but are at-

tached to the helicopter with a downward tilt an-

gle θc. In order to simulate the optical flow that is

caused by the helicopter movement, the coordinate

system of the camera has to be transformed into

a north east down (NED) coordinate system. This

is achieved by aligning the optical axis of the cam-

era image with the x-axis of the helicopter coordi-

nate system corrected by the negative helicopter

pitch angle θh. For this, the horizontal aperture an-

gle ωi,vert of the camera is calculated with

ωi,vert = 2 tan−1
(
yi,max − yi,min

2f

)
.(5)

This angle is then used to align the vertical part of

the optical axis oy with the helicopter x-axis with

oy = yi,max − yi,min

2 − (yi,max − yi,min)θc

ωi,vert
+(6)

(yi,max − yi,min)θh

ωi,vert

and then adjust all image points (xi, yi) accord-
ing to oy. Cameras may also be attached with a

horizontal angle that differs from the helicopter

coordinate system. Since cameras usually are not

mounted with an horizontal angle, the correction

of non-aligning horizontal angles are not treated in

this paper.

One variable of (4) is yet to be determined: The

translation Tzc in the movement direction. This

movement is estimated by measuring the change in

distance of the tracked image features. The distance

of a feature is estimated by using a plane earth as-

sumption, the known attitude of the camera and the

intrinsic parameters of the camera.

First, the angles of all n features in camera space
are extracted with

αxi = tan−1
(
oxi

fx

)
∀i ∈ [1;n](7)

and

αyi = tan−1
(
oyi

fy

)
∀i ∈ [1;n] .(8)

For this calculation, the non-modified optical axis o
is used which is not corrected for the vertical mount

angle of the camera. Next, a normalized direction

vector P = (0, 0, 1)T
is created for each feature.

These direction vector points Pci in the camera co-

ordinate system are then rotated with their respec-

tive internal angles αx,y and the mounting angle of
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the camera in relation to the helicopter to transform

them into helicopter coordinate system points Phi .

A line can be expressed with

P2 = P0 + dP1 with d > 0(9)

where P0 is the origin point of the line and P1 is one
of the points Phi in the helicopter coordinate sys-

tem that is scaled with a factor d. By parametrizing
a plane in hessian form

E : P3 · P2 + P4 = 0,(10)

with P2−4 being the parameters that span the plane
E, putting (9) into (10), and solving for d gives

d = − (P3 · P0 + P4)
P3 · P1

.(11)

Here, d is representing the depth of the scene z.
The to be subtended plane is set to (0, 0, 0)T

. With

this, P4 can be taken out of the equation. The ori-
gin and the position of the helicopter is set to P0 =
(0, 0, h)T

with h being the height above ground of
the helicopter. The normalized form of the plane is

set to

P3 =

1
0
0

×
0

1
0

 =

0
0
1

 .(12)

With P3 only containing values in its z-component,
the this (11) can be simplified to

z = h

zhi

∀i ∈ [1;n](13)

substituting d with z. Over the theorem of Pythago-
ras the distance z′ on ground between feature and
helicopter can be obtained with

z′ = z cos sin−1
(
h

z

)
.(14)

The final directional movement estimation Tzc is

then computed by averaging all n ∆z′ for one time
step.

With all elements of (4) available, the lateral speed

estimation for the camera Vyc for two time steps is

finally computed with

Vyc = Tyc

∆t .(15)

Transforming the lateral camera movement speed

into the helicopter coordinate system yields Vyh
.

In order to reduce noise in the movement esti-

mation which is caused by discretization effects of

the camera pixels, the movement estimation is not

computed by each two consecutive time steps. The

movement estimator instead tries to track features

over a longer period of time and computes a move-

ment estimation between the time of the extraction

of the feature and the current time. For this esti-

mation, a short-term constant movement speed of

the helicopter is assumed. In order to minimize dis-

cretization effects, a minimal difference of 5 time

steps ∆t5 is set for the evaluation of a tracked fea-
ture. The maximal time between two comparisons

is set to 0.5 s. If a feature is tracked for a longer pe-

riod, the feature is compared to the position it had

0.5 s before. Therefore, the formula for creating a

movement estimation for one feature is given by

(16) Vyh
=
{

Tyh
∆td

, for tmax ≥ ∆t5
∅, for tmax < ∆t5

with

∆td = t0 −min(tmax, 0.5 s).(17)

Having a look at all n = k+ l features, we get two
lists

VORB =
[
Vy0,ORB , Vy1,ORB , ...., Vyk,ORB

]
(18)

VLK =
[
Vy0,LK , Vy1,LK , ...., Vyl,LK

]
(19)

of movement estimations.

In order to compensate outliers, the median values

ṼLK and V̄ORB are computed and the 10% of the

estimations that have the strongest deviation from

this mean value are removed. After that, V̄LK and

V̄ORB are computed again with the reduced set of

estimations.

In order to warrant the robustness of the individ-

ual movement estimators, the minimal amount of

detected features has been set to 20. If at least 20

successfully tracked features are left after the out-

lier removal, the set of features can be used for the

final lateral movement speed estimation V with

(20)

V =


V̄LK+V̄ORB

2 , for |VLK | ≥ 20, |VORB| ≥ 20
V̄LK , for |VLK | ≥ 20, |VORB| < 20
V̄ORB, for |VLK | < 20, |VORB| ≥ 20
∅, else.

3. FLIGHT TESTS
The selected methods are applied to a flight test

that has been recorded by the Active Control Tech-

nology/ Flying Helicopter Simulator (ACT/FHS), a
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highly modified EC 135 that is operated by the DLR.

The ACT/FHS has a rotor diameter of 10.2m and

a maximal takeoff weight of 2910 kg. The on-board

camera that was used to record the image se-

quence of the recorded flight test is a AVT Guppy-

PRO with a 68
◦ × 49

◦
field of view, a 17Hz frame

rate, and a resolution of 694 × 519pixels. A photo-

graph of the ACT/FHS is displayed in Fig. 3. The flight

test was recorded at a meadow next to the runway

of the airport of Braunschweig, Germany. The eval-

uated sequence consists of 200 images and has a

duration of 11.72 s and has been selected because it

contains a lateral movement of the helicopter close

to the ground as well as the self-cast shadow of

the helicopter. During the sequence, the ACT/FHS

performs a mostly lateral flight while also turning

around its z-axis. Its lateral speed stays at approxi-

mately 2.3m/s during the first 80% of the sequence

and then slows down to 1.4m/s over the last 20%

of the sequence. The height above ground stays in

the range from 3.1m to 4.5m. The self-cast shadow

of the helicopter is visible in all 200 images. A set of

images which are taken from this sequence is dis-

played in Figure 4.

The self-cast shadow regions have been correctly

excluded from further processing in 98% of all

frames using the shadow detector described in
6,7
.

Next, the brownout masks are applied to the im-

ages. Finally the movement estimators are tested

on the original unmodified image set as well as

on the image sets that have been modified with

the brownout masks. The results that have been

achieved are presented in the following. These eval-

uations pictured for the different movement esti-

mators show the deviation of the estimated move-

ment speed, given in its lateral component for

the current heading angle of the helicopter from

recorded lateral movement reference data. The ref-

erence data is retrieved by taking position data

which has been recorded by differential global po-

Figure 3: Photograph of the ACT/FHS.

sitioning system (DGPS) signals combined with data

from a Honeywell H-764 ACE INS. The reference

data have been recorded with a frequency of 31Hz.

The plots also contain the identified limits of lateral

movement speed which have not to be breached

in order to ensure safe landing on rough or nor-

mal surfaces. With keeping the deviations of the es-

timated movement speed below these thresholds

and assuming an indicated movement speed of

0m/s, the respective movement estimator is able to

be used to predict the threat of a dynamic rollover.

3.1. VO-based Movement Estimator
First the application of LIBVISO2 to the image sets

is evaluated. These results are depicted in Figure 6.

Here, a movement estimation is created for each

recorded camera image. As can be seen, even in

the non-disturbed image set, the movement devi-

ation has a significant amount of spikes that devi-

ate for more than 1m/s from the reference move-

ment speed. The estimated movement speed even

gets worse, once parts of the images are covered

by dust. With this, LIBVISO cannot be used for esti-

mating the lateral movement speed of a helicopter

in any circumstance and on any surface. Investi-

gations for the reasons for these bad results did

lead to the conclusion, that the fundamental ma-

trix calculation has problems with separating the

feature movement in image space into its lateral

and rotational components because of the flatness

of the surface of the scenery. Tests with recorded

flights that took place in non-flat scenery did yield

significantly better results for non-disturbed image

sets. In these non-disturbed scenarios, a safe land-

ing on normal and rough surface can be guaranteed

by LIBVISO2. However, introducing DVE still leads

Figure 4: Pictures from different time steps of the

evaluated flight test.
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to a significant degradation of the reliability of the

method. Therefore, the method cannot be used for

detecting the danger of a dynamic rollover landing.

3.2. VIO-based Movement Estimator
The VIO-based movement estimator improves the

robustness of the LIBVISO2 approach by aiding the

separation of the movement components easier

with providing the rotational movement data. In

this approach, only the movement estimation that

has been created by the keyframes is used for es-

timating the movement speed of the helicopter.

Keyframes are set dependent on the reliability of a

movement estimation and also dependent on the

changing of the scene. The faster a scene changes

(i.e. higher translational or lateral movement speed

as well as high rotational speed), the more reg-

ularly they are set. Therefore, it can be guaran-

teed that between to keyframes there are no ex-

cessive changes in the movement behavior of the

helicopter (In the tests with the unmodified LIB-

VISO2method, using keyframes still would not have

yielded better results). The results of the applica-

tion of this method to the flight test are depicted in

Figure 7. As can be seen, the method creates a sig-

nificantly improved movement estimation over the

result from LIBVISO2 in the unmodified image set.

Only one keyframe has a deviation 0.537m/s and

therefore breaches the postulated limit of 0.5m/s

for safe landing on arbitrary surface. As this limit is

only breached for one single time step, even a land-

ing on arbitrary surface can be regarded as still be-

ing sustainable. Introducing DVE however instantly

renders themethod to be not usable anymore. Even

for a slightly degraded sight, the deviation of the

movement estimation climbs up to 2m/s. There-

fore, the use of this method in brownout situation

is not advisable.

3.3. SLAM-based Movement Estimator
The evaluation of the application of ORB-SLAM to

the test sequence is shown in 8. Here, again only

keyframes are used for estimating the lateral move-

ment speed. As can be seen, the deviation of the

movement estimation from the reference data is

even smaller than for the VIO-based method. The

maximal deviation is 0.39m/s, so the safety margin

for landing on arbitrary surface is 0.11m/s. Looking

at the evaluations of the image sets with degraded

sight shows, that the performance of ORB-SLAM is

decreasing as the simulated brownout regions are

consuming larger parts of the images. With the sec-

ond set of brownout masks, the deviation breaches

the 0.5m/s limit in one time step, reaching a devia-

tion of 0.52m/s. In the third set of brownout masks,

the 0.5m/s limit is breached at 8.3 s of and stays

above that limit for the rest of the sequence. In

the last set of brownout masks, the deviation of the

speed estimation is further increasing, now even vi-

olating the 1m/s limit in seven frames.

A second phenomenon can be observed in the eval-

uated flight test scene: the initialization of the map

takes some time. In each set of the images, the

initialization phase takes about 4 s. Since the time

of staying in brownout should be kept minimal,

this is at least a hindrance. However, overall it can

be stated that ORB-SLAM is able to create reliable

movement estimations in scenarios with little or

moderately degraded sight and enough time for ini-

tialization.

3.4. Self Developed Movement Estimator
The evaluation of the application of the self devel-

oped method to the test scene is shown in 9. It was

designed to give a fast estimation of the movement

speed and to work independent from degraded

sight. Indeed it can be seen, that it does provide

a movement estimation nearly instantly and that

its performance, as the only evaluated method, is

not decreasing with an increase of the brownout

regions. However, its maximal deviation is notably

higher than the movement estimation that is gen-

erated by ORB SLAM. In all shown graphs, the de-

viation is breaching the postulated limit of 0.5m/s,

therefore rendering the method not applicable to

landings on rough surfaces. However, as the only

tested method, the maximal deviation stays below

1m/s all the times, although it is close to 1m/s. To

further investigate that the error is not just below

1m/s due to the shortness of the sequence, the self

developed movement estimator has been applied

to a longer sequence (adding about 20 s to the refer-

ence test sequence). The results of this test are dis-

played in figure 5. In this longer sequence, the error

also does not exceed the 1m/s limit. The evaluation

of the test sequence indicates that a safe landing in

brownout scenarios can be conducted if an a priori

knowledge of the flatness of the landing site is avail-

able.

4. CONCLUSIONS
In the presented paper, several different methods

to estimate the movement speed of a helicopter

during landing approaches with and without DVE

were tested. The tests resulted in no method being

able tomeet all the postulated demands for guaran-

teeing a safe landing without the danger of dynamic
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rollover. However, two methods have shown good

results if the postulated demands are slightly soft-

ened. A combination of these two methods has the

potential to decrease the required amount of soft-

ening up the postulated demands. This means com-

bining the self-developed method with ORB-SLAM

in a way, that the self-developed algorithm deliv-

ersmovement estimations during flight phases with

heavily reduced sight while ORB-SLAM is initializing

and then switching to ORB-SLAM once it has fin-

ished its initialization phase and the sight degrada-

tion is lessened (which usually happens when get-

ting closer to the ground).

Summarizing, it can be stated that optical naviga-

tion has the potential to be used to detect the threat

of dynamic rollovers, being advisable as redundant

movement estimators for flight students and to de-

crease the time that helicopter pilots have to stay in

brownout.
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Figure 5: Movement speed estimation: Optical-flow-

based approach (unmodified image set, longer se-

quence) in extension to Figure 9.
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(a) Unmodified image set.

(b) Brownout masks set 1.

(c) Brownout masks set 2.

(d) Brownout masks set 3.

(e) Brownout masks set 4.

Figure 6: Movement speed estimation: VO-based

approach.

(a) Unmodified image set.

(b) Brownout masks set 1.

(c) Brownout masks set 2.

(d) Brownout masks set 3.

(e) Brownout masks set 4.

Figure 7: Movement speed estimation: VIO-based

approach.
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(a) Unmodified image set.
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(b) Brownout masks set 1.
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(c) Brownout masks set 2.
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(d) Brownout masks set 3.
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(e) Brownout masks set 4.

Figure 8: Movement speed estimation: ORB-SLAM.
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(a) Unmodified image set.
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(b) Brownout masks set 1.
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(c) Brownout masks set 2.
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(d) Brownout masks set 3.
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Figure 9: Movement speed estimation: Optical-flow-

based approach.
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